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Excellence in medicine is not just about good knowledge, skills and behaviours. How doctors think, reason and make decisions is arguably their most critical skill. While medical schools and postgraduate training programmes teach and assess the knowledge and skills required to practise as a doctor, few offer comprehensive training in clinical reasoning or decision-making. This is important because studies suggest that diagnostic error is common and results in significant harm to patients. Diagnostic error typically has multiple causes, but two-thirds of the root causes involve human cognitive error – most commonly, when the available data are not synthesised correctly. While some of this is due to inadequate knowledge, a significant amount is due to inadequate reasoning.

Clinical reasoning has several elements, which are covered in this book, from evidence-based clinical skills to the use and interpretation of diagnostic tests to cognitive psychology, thinking about thinking and human factors. This book is designed to be an introduction for individuals and also a resource for a curriculum in clinical reasoning.

Clinical reasoning is not confined to doctors – we have written this book with advanced nurse practitioners and other clinicians in mind, and try to use the word clinician rather than ‘doctor’ whenever we can.

Clinical reasoning is relevant to every single specialty from general practice to surgery to the intensive care unit. While some aspects of clinical reasoning are not new, advances in cognitive psychology and a better understanding of patient safety mean there are elements of clinical reasoning that many clinicians may be unfamiliar with. We can only provide an introduction to the different elements of clinical reasoning in this book, so each chapter has a list of further reading and resources. We have also provided a list of recommended books, articles and websites at the end of the book so readers can continue to explore clinical reasoning in more depth for themselves.

We really enjoyed writing and editing this book, we hope you enjoy reading and using it!

Nicola Cooper and John Frain
January 2016
Introduction

Fellow author, Pat Croskerry, argues that although there are several qualities we would look for in a good clinician, the two absolute basic requirements for someone who is going to give you the best chance of being correctly diagnosed and appropriately managed are these: someone who is both knowledgeable and a good decision-maker. At the time of writing, medical schools and postgraduate training programmes teach and assess the knowledge and skills required to practise as a doctor, but few offer a comprehensive curriculum in decision-making. This is a problem because how doctors think, reason and make decisions is arguably their most critical skill.

What is clinical reasoning?

Clinical reasoning describes the thinking and decision-making processes associated with clinical practice. According to Schön, it involves the ‘naming and framing of problems’ based on a personal understanding of the patient or client’s situation. It is a clinician’s ability to make decisions, often with others, based on the available clinical information, which includes history (sometimes from multiple sources), clinical examination findings and test results – against a backdrop of clinical uncertainty. Clinical reasoning also includes choosing appropriate treatments (or no treatment at all) and decision-making with patients and/or their carers. Box 1.1 gives a definition of clinical reasoning.

Figure 1.1 shows the different elements involved in clinical reasoning covered in this book, underpinned by a knowledge of basic and clinical sciences. Good clinical skills – in particular communication skills – are vital because the heart of the clinical reasoning process is often the patient’s history and physical examination. Another element in clinical reasoning is understanding how to use and interpret diagnostic tests, something that is surprisingly rarely taught in a systematic way. Other elements include an understanding of cognitive psychology – how the human brain works with regards to decision-making – and human factors. We are unaware of the subconscious cognitive biases and errors to which we are prone in our everyday thinking and actions. Metacognition – thinking about thinking – is a critical skill that can be both learned and nurtured. It starts with an understanding of how we think, how our thinking and decision-making can be flawed, and how to mitigate this. Finally, reasoning does not end with a diagnosis. Patient-centred evidence-based medicine and shared decision-making (explored in Chapter 8) are also elements of clinical reasoning.

Clinical reasoning is a complex process that is not fully understood. It is only in recent years that doctors have begun to focus on their thinking processes, helped by advances in cognitive psychology that have given us models of decision-making that were
Box 1.1 A definition of clinical reasoning

‘Clinical reasoning comprises the set of reasoning strategies that permit us to combine and synthesise diverse data in to one or more diagnostic hypotheses, make the complex trade-offs between the benefits and risks of tests and treatments, and formulate plans for patient management. Tasks such as generating diagnostic hypotheses, gathering and assessing clinical data, deciding on the appropriateness of diagnostic tests, assessing test results, assembling a coherent working diagnosis, and weighing the value of therapeutic approaches are a few of the components. Teaching these cognitive skills is a difficult matter even for outstanding clinician-teachers.’


not available before. In addition, while clinical reasoning is often conducted individually, it is often done in a team and also occurs in context – or ‘problem spaces’ as illustrated in Figure 1.2. These different contexts or points of view impact on our reasoning in ways we often do not realise.

Why is clinical reasoning important?

Clinical reasoning is important because a wide variety of studies suggest that diagnostic error is common. Using various methods it is estimated that diagnosis is wrong 10–15% of the time, highest in the ‘undifferentiated’ specialties of emergency medicine, internal medicine and general practice. Diagnostic error causes significant harm – in the Harvard Medical Practice Study, which looked at adverse events, diagnostic error was much more likely to lead to serious disability than other types of error. In the USA, misdiagnosis now rivals surgical accidents as the leading cause of medico-legal claims.

There are many reasons why diagnostic error occurs. A comprehensive review of studies of misdiagnosis assigned three main categories, shown in Table 1.1. However, it has been estimated that roughly two-thirds of the root causes of diagnostic error involve errors in reasoning, most commonly when the available data are not synthesised correctly. This means that sound clinical reasoning is directly linked to patient safety and quality of care, and teaching it should be a priority.

History and examination

Clinical reasoning in medicine usually starts with a presenting complaint. We then listen to the patient’s story – which could be from the patient or carers or eyewitnesses. During this process the clinician starts to generate different hypotheses as to what the problem might be. The history generates the most hypotheses. Clinical examination and in some cases tests narrow these down, as illustrated in Figure 1.3. For example, in breathlessness there is a wide differential. Experienced clinicians generate hypotheses early and are able to ask specific questions during the history in order to explore these hypotheses further. During the clinical examination the list of differentials becomes smaller if some findings are present or absent, and test results narrow things down even more – although as Chapter 3 explains, not in the way we might think.

Although students are taught history and examination skills there may be little emphasis on the evidence-base or context of
these vital skills. We make many assumptions about history and examination – a topic that is explored further in Chapter 2.

**Probability and diagnostic tests**

Information gathering can happen in seconds, as in the resuscitation room of an emergency department, or over a longer period of time, as in a clinic setting. After gathering information the clinician has to decide whether to treat, gather more information, or wait and see. Lots of factors come into play at this point: probability/odds, risks versus benefits, what is available, patient wishes and so on. Probability/odds (or to put it another way ‘uncertainty quantified’) is a key element in clinical reasoning and is present from start (history) to finish (discussing the pros and cons of a particular treatment). A definition of probability and odds is shown in Box 1.2.

Sox and colleagues (see ‘Further reading/resources’) state that the most fundamental principle in clinical decision-making is that the interpretation of new information depends on what you believed beforehand. In other words, the interpretation of a test result depends on the clinical probability of the disease before the test is performed. They go as far to say, ‘Once you accept this principle, your life will never be the same again.’ This principle again reinforces the importance of clinical skills – being able to elicit the patient’s story and physical examination findings.

Tests are commonly misused by clinicians. We do not understand probabilities or the information we receive from tests. Tests change the probability of a particular disease being present or absent, but rarely in a binary yes/no fashion. More commonly a test will increase or decrease the likelihood of a disease being present by less than we think.

For example, CT angiography to diagnose ischaemic bowel is a good test – it is 94% specific and 93% sensitive. This combination of high sensitivity and high specificity is rare. But even with such a good test, if we are highly suspicious of ischaemic bowel (say a pre-test probability of 80%) then a negative test reduces the chance of ischaemic bowel to 20%. This is far from zero.

### Box 1.2 A definition of probability

Probability is a number between 0 and 1 that quantifies the likelihood that something exists or will exist in the future.

- If we are certain it exists then the probability is 1.0
- If we are certain it does not exist then the probability is 0.

Certainty is rare in medicine. In real life the probability that something exists or will happen lies somewhere between 1.0 and 0.0.

Another way to talk about probability is ‘odds’ – this is the ratio of the probability that something exists over the probability that it does not exist:

$$\text{Odds} = \frac{p}{1-p}$$

If the probability of something is 0.67 then the odds are 0.67/0.33 or ‘2 to 1’.

Spirometry testing in the community for chronic obstructive pulmonary disease (COPD) is common. The sensitivity of this test is 92% and the specificity 84%. If we believe a heavy smoker with persistent wheeze has COPD (say we think the pre-test probability is 90%) then a negative test still leaves a 46% chance the patient has COPD. If we are not sure about the diagnosis (say a 50% pre-test probability) a positive test changes the probability to 85% and a negative test to 9%.

In other words, the interpretation of new information depends on what you believed beforehand. The concepts of sensitivity, specificity, pre- and post-test probabilities, and so forth are explored in more detail in Chapter 3.

**Clinicians are human too**

Even if we had the best knowledge and clinical skills our reasoning would still be flawed by virtue of the fact that we are human. Chapters 4, 5 and 6 explore this further. It is not a matter of intelligence or memory – the human brain is wired to miss things that are obvious, see patterns that do not exist, and jump to conclusions. We are also very poor at estimating probability. Clinicians are not exempt from these human characteristics. In his book *Human Error* (Cambridge University Press, 1990), psychologist James Reason argues that, ‘Our propensity for certain types of error is the price we pay for the brain’s remarkable ability to think and act intuitively – to sift quickly through the sensory information that constantly bombards us without wasting time trying to work through every situation anew.’

Humans have a fast, pattern recognising way of decision-making, and a slower more deliberate method of decision-making – often referred to as intuitive and analytical. Psychology and other disciplines have explored this ‘two minds hypothesis’, or dual process theory, which is explained further in Chapter 4.

Thinking itself is prone to error. This affects everyone. Also, error is not randomly distributed – we systematically err in the same direction, which makes our mistakes predictable, but only to a degree. Even highly intelligent people fall into the same cognitive traps or cognitive biases. Croskerry has termed these *cognitive dispositions to respond* in certain ways in particular situations. Cognitive biases are explored further in Chapter 5.
Human factors approaches this problem from a systems point of view. Research shows that errors are predictable and tend to repeat themselves in patterns. The systems in which we work, the processes that are in place, and how we communicate within teams can either adapt for this to make error less likely, or they can in fact create accidents waiting to happen. Unnecessarily complicated processes, fatigue and cognitive overload all impact on human performance. These ‘affective biases’ and the discipline of human factors is explained further in Chapter 6.

What can we do about our human tendency to err? Metacognition (thinking about thinking) and cognitive debiasing is explored in Chapter 7. Using guidelines, scores and decision aids – an area of increasing interest in an attempt to improve decision-making and patient safety – is explored in Chapter 8. Finally, the very important matter of how we can start to teach clinical reasoning in medical schools and in postgraduate training programmes is explored in Chapter 9.

Clinical reasoning matters to patients

Diagnostic error definitely causes harm, but increasing attention is being paid to another problem in developed countries – the harm caused by unnecessary tests and overdiagnosis. Overdiagnosis occurs when people without relevant symptoms are diagnosed with a disease that ultimately will not cause them to experience symptoms or early death. There are many factors contributing to overdiagnosis (see Box 1.3), but one of the main ones is the increasing availability of increasingly sensitive tests.

A study of over one million Medicare patients looked at how often people received one of 26 tests or treatments deemed by scientific and professional organisations to be of no benefit (Shwarz A, Landon B, Elshaug A et al. Measuring low value care in Medicare. JAMA Intern Med. 2014; 174:1067–76). These included things like brain imaging in syncope, screening for carotid artery disease in asymptomatic patients, and imaging of the spine in low back pain with no red flags. In one year at least 25% of patients received at least one of these tests or treatments. It has been estimated elsewhere that at least 20% of healthcare spending is waste (see ‘Further reading/resources’). This waste has a huge impact on patients and the wider healthcare economy.

While some of the content of this book is ‘technical’ it is important to state in this first chapter that there is another vital element of clinical reasoning – understanding people. People are not machines, they present with individual narratives and context. They have a psychological, social and spiritual element to them that significantly impacts on illness and well-being, which clinicians need to understand. Figure 1.2 illustrated how clinical reasoning occurs in context. An example of context is the tendency of doctors and society to ‘medicalise’ people’s problems. Research shows that labelling people with a diagnosis when in fact they are experiencing the normal trauma, anxiety and low mood that all humans experience can actually create illness. An example of this is given in Box 1.4. Medicine is often called an art as well as a science because it can be a very human and intuitive practice. Many studies demonstrate a correlation between effective clinician-patient communication (or ‘whole person care’) and improved health outcomes.

Summary

It takes years to develop effective clinical reasoning skills. This is partly because clinical knowledge is a fundamental requirement for successful clinical reasoning and this takes years to acquire. However, as Chapter 9 (‘Teaching Clinical Reasoning’)
will explain, there are some other key ingredients that are required to develop expertise – for example coaching, deliberate practice and feedback. If we can start with an understanding of what clinical reasoning is, why it is important, what its key elements are and how to teach it, we can create clinicians who are better decision-makers and who ultimately provide better patient care.

**Further reading/resources**


Evidence-based history and examination is a specific method of processing clinical information, one that surveys all information from the clinical encounter, compares it to a recognised diagnostic standard and quickly identifies those variables with the greatest diagnostic accuracy.

Around 80% of diagnoses are made from the history. This percentage has remained remarkably constant despite technological advances in medicine. The purpose of the history is the generation of a differential diagnosis that is sufficiently broad to include the actual diagnosis but focused enough to be tested by an appropriate physical examination and sometimes investigations. As well as being patient-centred, the history is a rich source of clinical data (see Figure 2.1), which when carefully explored by listening and the use of open questions allows the clinician to observe Osler’s maxim, ‘Listen to your patient, he is telling you the diagnosis’.

Listening to the patient should produce in the mind of the clinician a reasoned differential diagnosis comprising a leading hypothesis and two to three other conditions, including ‘must not miss’ disorders, all justifiable by the data gathered. These differentials should be tested and modified by further questioning and an evidence-led physical examination. For example, in patients with a fever and a cough, clinicians typically examine for the traditional findings of pneumonia (see Figure 2.2). In clinical reasoning terms, however, clinicians should wonder whether one finding is more accurate than another. Does each of these 15 findings increase the probability of pneumonia when present? Does each decrease the probability when absent? Do they all change the probability by an equal amount? Are some findings accurate and others not? This chapter aims to explore how we can think differently about history and examination from an evidence-based point of view.

Evidence-based history

When gathering clinical information in a history, we can describe key symptoms within each system, as Box 2.1 illustrates. While symptoms may overlap different systems (e.g. chest pain could be cardiac or respiratory in origin) or be challenging for both patient and doctor to define (e.g. dizziness) many diseases within a body system present as variations of the key symptoms of that system.

Provided the clinical setting of an individual symptom is clearly defined (e.g. nausea and vomiting in patients with suspected intestinal obstruction, or central chest pain in patients with suspected myocardial infarction) it is possible to calculate its statistical significance and thus its usefulness as evidence of the presence of the target condition.

Several studies have looked at features in the history that might be more diagnostic than others for a particular condition. One interesting study looked at what features of the history in acute chest pain are most helpful to clinicians in differentiating cardiac from non-cardiac causes (Swap CJ and Nagurney JT. Value and limitations of chest pain history in the evaluation of patients with suspected acute coronary syndromes. JAMA 2005; 294:2623–9). What the authors found was that no single element of the chest pain history was a powerful enough predictor of non-cardiac pain to allow a clinician to make a decision on history alone. But researchers have attempted to combine features in the history that can be of use in clinical practice – see Box 2.2. Pain that is stabbing, pleuritic, positional or reproducible by palpation has likelihood ratios near zero, meaning the likelihood of this kind of pain being cardiac is very low. Conversely, chest pain that radiates to one or both shoulders or arms or is precipitated by exertion has higher likelihood ratios (2.3–4.7), meaning this kind of pain is
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more likely to be cardiac. Likelihood ratios (defined in Figure 2.3) are a useful tool in evidence-based history and examination and are explained in more detail later.

Natural history and context

‘Classical’ presentations of disease are actually quite uncommon. The natural history of a disease is the sequence of changes that occur within the body and the patient’s experience of it from the beginning of the illness to the end. Some symptoms and signs occur early in the disease while others occur later. For example, in the early stages of heart failure, the patient may only become short of breath on severe exertion. Later, breathlessness occurs on more moderate exertion (e.g. climbing the stairs), while later still the patient has a problem lying flat in bed and may be breathless even at rest.

If a junior clinician interviewing a patient with breathlessness believes the symptoms of orthopnoea must be present for the diagnosis of heart failure to be made, he or she is going to miss patients in the earlier stages of the disease who may benefit from proven treatment. This combination of the patient’s presenting
Box 2.2 Differentiating cardiac from non-cardiac causes in acute chest pain

- Low risk of cardiac pain: the 3 Ps – pain that is pleuritic or stabbing, positional and reproduced by palpation.
- Probably low risk: pain not related to exertion that occurs in a small inframammary area of the chest wall.
- Probable high risk: pain described as pressure, similar to a previous heart attack/angina or accompanied by nausea, vomiting and diaphoresis.
- High risk: pain that radiates to one or both shoulders or arms or is related to exertion.

When combined with the patient's age, sex and past medical history, it should be possible to accurately identify those at low risk of cardiac pain, although these are a minority of patients who present to hospital with chest pain. Other serious causes of the chest pain still need to be considered.

Adapted from Swap CJ and Nagurney JT. Value and limitations of chest pain history in the evaluation of patients with suspected acute coronary syndromes. JAMA 2005; 294:2623–9.

<table>
<thead>
<tr>
<th>Class I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symptoms</td>
<td>None</td>
<td>Slight limitation of physical activity</td>
<td>Marked limitation of physical activity</td>
</tr>
<tr>
<td>Maximum ejection fraction</td>
<td>&lt;45%</td>
<td>ACE inhibitor or angiotensin-receptor blocker (ARB)</td>
<td>ACE inhibitor or ARB</td>
</tr>
<tr>
<td>Consider these drugs with appropriate monitoring</td>
<td>Beta-blocker</td>
<td>Loop diuretic</td>
<td>Loop diuretic</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Aldosterone antagonist</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Beta-blocker (if compensated)</td>
</tr>
</tbody>
</table>

Table 2.1 New York Heart Association Functional Classification of Heart Failure – assessment of the patient's functional status in the history is crucial in guiding therapy and correlates with prognosis.

Evidence-based physical examination

In the previous example of physical examination of patients with possible pneumonia, an evidence-based approach answers the question, 'What findings most accurately increase the probability of pneumonia?' by studying patients with respiratory complaints and comparing their physical examinations to chest radiographs. Based on evaluation of over 6000 patients, this approach concluded that six traditional physical findings reliably predict the results of the chest radiograph (as illustrated in Figure 2.2). The remaining findings, whether present or absent, add very little to the diagnosis of pneumonia. Using an evidence-based approach can trim the clinician's focus from 15 findings of unknown value to six findings with proven value, thereby increasing confidence, efficiency and accuracy. Clinicians applying this method can then approach their next patient with cough and dyspnoea as if they had personally examined each of the 6000 patients in these studies and then recalled the value of the physical examination gleaned from that experience.

Using likelihood ratios

To use evidence-based methods, clinicians require a measure of diagnostic accuracy that is simple to understand and apply. Such a measure is the likelihood ratio (LR). Each finding from the history, examination or a test result is associated with a unique LR, a number whose values range from 0 to infinity. An LR greater than 1.0 increases the probability of disease, and the greater the value of the LR, the greater the increment in probability. Likelihood ratios are therefore ‘diagnostic weights’ – see symptoms and the natural history of the condition is reflected in the New York Heart Association’s Functional Classification of Heart Failure (see Table 2.1). The approximate correlates of each class with echocardiographic findings can be used to guide evidence-based therapy.

The patient's context, including age and gender, should be emphasised when considering pre-test probabilities of a disease. Epidemiological studies help to provide the history with an evidence base to assist clinical reasoning. For example, as the INTERHEART study illustrated (see Further reading/resources), cardiac chest pain is more likely in an older person who smokes, with a history of diabetes and high cholesterol, than in a young woman with no cardiac risk factors.

![Figure 2.3 Likelihood ratios: definition and examples. McGee’s Evidence Based Physical Diagnosis, 3rd Edition 2012.](image-url)
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Figure 2.4. An LR of less than 1.0 decreases the probability of disease. The closer the value of LR is to zero, the greater the reduction in probability. LRs whose values are close to 1.0 describe unhelpful findings because they do not change the probability at all.

One simple method of interpreting LRs is to memorise the association between three LR values – 2, 5 and 10 – and the first three multiples of 15 – 15, 30 and 45. A finding with an LR of 2 increases the absolute probability by around 15% (i.e. the clinician adds 15% to the pre-test probability); a finding with an LR of 5 increases the probability by around 30%, and one with an LR of 10 increases the probability by around 45%. This is illustrated in Table 2.2.

For those LRs less than 1.0, the clinician simply inverts the 2, 5, and 10 ‘rule’ (i.e. 0.5, 0.2 and 0.1). A finding with an LR of 0.5 decreases the probability by around 15%; one with an LR of 0.2 decreases the probability by around 30%, and one with an LR of 0.1 decreases the probability by around 45%. As long as clinicians round off final probabilities greater than 100% to 100%, and those less than 0% to 0%, this method suffices for the purposes of clinical reasoning.

Table 2.2 summarises the absolute changes in probability for the most commonly used LRs. Findings with LRs greater than 3 or less than 0.3 are most helpful because these values identify findings that either increase or decrease probability by 20–25% or more.

The limitations of evidence-based history and examination

There are two caveats to recognise before applying evidence-based history and examination to clinical reasoning. First, this method is appropriate only when the clinical problem is defined by a technological diagnostic standard, such as laboratory testing or clinical imaging (see Figure 2.5). Examples of such disorders, and their technological standards, are pneumonia (compared with chest radiographs), ascites (ultrasonography), coronary artery disease (coronary angiography), anaemia (full blood count), and hyperthyroidism (thyroid function tests). In each of these disorders, the evidence-based approach compares findings from the history or examination to the accepted technological standard and identifies the findings that most accurately predict the results of that standard. However, because many clinical problems lack technological standards, evidence-based reasoning is not always applicable. For these problems, empirical observation – what the clinician sees, feels and hears at the bedside – remains the sole diagnostic standard and LRs cannot be calculated.

Table 2.2 Likelihood ratios and bedside estimates.

<table>
<thead>
<tr>
<th>Likelihood ratio</th>
<th>Approximate change in probabilitya</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>−45%</td>
</tr>
<tr>
<td>0.2</td>
<td>−30%</td>
</tr>
<tr>
<td>0.3</td>
<td>−25%</td>
</tr>
<tr>
<td>0.5</td>
<td>−15%</td>
</tr>
<tr>
<td>1</td>
<td>No change</td>
</tr>
<tr>
<td>2</td>
<td>+15%</td>
</tr>
<tr>
<td>3</td>
<td>+20%</td>
</tr>
<tr>
<td>4</td>
<td>+25%</td>
</tr>
<tr>
<td>5</td>
<td>+30%</td>
</tr>
<tr>
<td>6</td>
<td>+35%</td>
</tr>
<tr>
<td>7</td>
<td>+40%</td>
</tr>
<tr>
<td>8</td>
<td>+45%</td>
</tr>
</tbody>
</table>

aThese changes describe absolute increases or decreases in probability (from McGee S. Simplifying likelihood ratios. J Gen Intern Med 2002; 17:646–9).
A second caveat is that evidence-based history and examination is not 'cookbook medicine'. Even though it describes how probability changes, it cannot determine the pre-test probability of a disease. For example, the LR for the physical finding 'fluid wave' in detecting ascites in patients with abdominal distension is 5.0 (+30% probability). If the clinician works in a hepatology practice in which 60% of all patients with abdominal distension have ascites (i.e. a pre-test probability of 60%) the finding of a fluid wave is diagnostic (i.e. 60% + 30%, or a 90% probability of ascites). On the other hand, if the clinician works in a community practice where only 20% of patients with abdominal distension have ascites (the other 80% have increased abdominal fat or gas), the presence of the fluid wave is less conclusive (20% + 30%, or a 50% probability of ascites). Despite its name, evidence-based history and examination is much more than rote computation, because its proper application requires intimate knowledge of the types of disorders usually found in one’s own practice.

Example: diagnosing stable coronary artery disease

LRs allow clinicians to quickly compare many findings simultaneously, pinpointing those that have the greatest accuracy. For example, Table 2.3 reviews an evidence-based approach to the diagnosis of stable coronary artery disease in outpatients with chronic, intermittent chest pain (the diagnostic standard is coronary angiography). The first column of Table 2.3 identifies the clinical variable, the second column the number of patients studied, and the final columns provide the LRs for when the finding is present or absent. The LR when a finding is present is often labelled a 'positive LR'; the LR when finding is absent is often labelled a 'negative LR'. Statistical analyses and confidence intervals (which provide information about the strength of evidence) are omitted to simplify the presentation.

To quickly identify those findings that increase the probability of coronary artery disease the most, the clinician simply looks for

Table 2.3  Diagnosing coronary artery disease in patients with stable, intermittent chest pain.

<table>
<thead>
<tr>
<th>Classification of chest pain:*</th>
<th>No. of patients</th>
<th>LR if the finding is:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Present</td>
</tr>
<tr>
<td><strong>Classification of chest pain:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Typical angina</td>
<td>11,544</td>
<td>5.8</td>
</tr>
<tr>
<td>Atypical angina</td>
<td>11,182</td>
<td>1.2</td>
</tr>
<tr>
<td>Non-anginal chest pain</td>
<td>11,182</td>
<td>0.1</td>
</tr>
<tr>
<td><strong>Other pain characteristics:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Burning pain</td>
<td>250</td>
<td>NS</td>
</tr>
<tr>
<td>Better with glyceryl trinitrate within 5 minutes</td>
<td>626</td>
<td>1.8</td>
</tr>
<tr>
<td>Associated dyspnoea</td>
<td>250</td>
<td>NS</td>
</tr>
<tr>
<td>Associated dysphagia</td>
<td>130</td>
<td>0.2</td>
</tr>
<tr>
<td>Duration of pain &lt;5 minutes</td>
<td>130</td>
<td>2.4</td>
</tr>
<tr>
<td>Duration of pain &gt;30 minutes</td>
<td>130</td>
<td>0.1</td>
</tr>
<tr>
<td><strong>Risk factors:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male sex</td>
<td>17,593</td>
<td>1.6</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30</td>
<td>14,569</td>
<td>NS</td>
</tr>
<tr>
<td>30–49</td>
<td>15,681</td>
<td>0.6</td>
</tr>
<tr>
<td>50–70</td>
<td>15,481</td>
<td>1.3</td>
</tr>
<tr>
<td>&gt;70</td>
<td>15,266</td>
<td>2.6</td>
</tr>
<tr>
<td>Hypertension</td>
<td>1478</td>
<td>NS</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>1478</td>
<td>2.3</td>
</tr>
<tr>
<td>Current/past tobacco use</td>
<td>1478</td>
<td>1.5</td>
</tr>
<tr>
<td>Hyperlipidaemia</td>
<td>1920</td>
<td>2.2</td>
</tr>
<tr>
<td>Family history of coronary disease</td>
<td>1003</td>
<td>NS</td>
</tr>
<tr>
<td>Prior myocardial infarction</td>
<td>8216</td>
<td>3.8</td>
</tr>
<tr>
<td><strong>Physical examination:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Earlobe crease</td>
<td>1338</td>
<td>2.3</td>
</tr>
<tr>
<td>Arcus senilis</td>
<td>200</td>
<td>3.0</td>
</tr>
<tr>
<td>Ankle-brachial index &lt;0.9</td>
<td>1005</td>
<td>4.0</td>
</tr>
<tr>
<td>Electrocardiogram normal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>309</td>
<td>NS</td>
</tr>
</tbody>
</table>

*Typical angina* here is substernal discomfort, precipitated by exertion and improved with rest, glyceryl trinitrate (or both) in less than 10 minutes. *Non-anginal chest pain* is unrelated to activity, unrelied by glyceryl trinitrate, and otherwise not suggestive of angina. *Atypical angina* is substernal discomfort with atypical features: glyceryl trinitrate not always effective, inconsistent precipitating factors, relieved after 15–20 minutes of rest. NS, not significant (i.e. a 95% confidence interval includes the value of 1.0).

the LRs with the greatest values. They are typical angina – defined in Table 2.3 – (LR 5.8, or a +35% in probability), an ankle-brachial index of less than 0.9 (LR 4.0, or a +25% in probability), history of prior myocardial infarction (LR 3.8, or a +25% probability), and arcus senilis (LR 3.0, or a +20% probability). To identify those findings that decrease probability the most, the clinician looks for LRs whose values are closest to 0. They are non-anginal chest pain, duration of pain more than 30 minutes (both have LR 0.1, or a −45% probability) and associated dysphagia (LR 0.2, or a −30% probability). Other findings – atypical angina, associated dyspnoea, ‘burning’ pain and hypertension – are diagnostically unhelpful (NS, or not significant, indicating the finding’s LR is statistically no different from the value of 1.0). LRs near the value of 1.0 imply the finding is found just as often in patients with coronary disease as in those with alternative causes of chest pain.

This approach confirms what many experienced clinicians already know – the history contains the most important diagnostic information, risk factors are less accurate than the patient’s description of chest pain, and laboratory testing (e.g. the 12-lead electrocardiogram, or ECG) adds little to diagnosis in patients with stable, intermittent chest pain (the LR for a normal ECG is not significant).

Combining clinical findings

Only individual clinical findings appear in Table 2.3. Can individual findings be combined? This is permitted if the clinician believes the two findings are independent of each other (independence implies that the LR for the first finding is the same whether or not the second finding is present). For example, typical angina (an LR of 5.8) and hyperlipidaemia (an LR of 2.2) are likely to be independent because the accuracy of a history of typical angina is unlikely to be affected by the presence or absence of hyperlipidaemia. To combine findings, the clinician can simply multiply the two individual LRs (5.8 × 2.2); the resulting product (12.7, or a +50% probability) becomes the LR for combined ‘typical angina and hyperlipidaemia’. Alternatively, the clinician could first apply typical angina (LR of 5.8, or a +35% probability), then hyperlipidaemia (LR of 2.2, or a +15% probability) to obtain the increment in probability for the combined findings (35% + 15%, or a +50% probability).

Clinicians should not combine the LRs of more than two individual findings unless clinical studies have proven that the findings are independent. Also, if there is any possibility that the individual findings are dependent on each other, their LRs should not be combined (e.g. typical angina and ‘duration of pain <5 minutes’ should not be combined, because pain lasting less than 10 minutes after rest or glyceryl trinitrate is a criterion for stable typical angina here).

Conclusions

Increasingly, researchers are comparing clinical findings to diagnostic standards to reveal LRs for a wide variety of clinical disorders (see ‘Further reading/resources’). These authors apply specific criteria to the selection of studies, criteria now adopted by most biomedical journals and collectively referred to as the STARD criteria (STAndards of the Reporting of Diagnostic accuracy studies). The most important of the STARD criteria are:

• Both the test (clinical symptom, sign or laboratory test) and diagnostic standard are clearly defined.
• All enrolled patients have symptoms suggestive of the particular diagnosis under study.
• Determination of the test result is blinded from determination of the diagnostic standard.
• The study presents enough information to allow calculation of LRs and their confidence intervals.

Clinicians applying this evidence-based approach can streamline their approach to patients, focusing on those findings with greatest diagnostic accuracy, an approach that will increase diagnostic efficiency and reduce costs. Nonetheless this does have limitations. The relevant literature is patchy, difficult to find, and for many clinical problems is non-existent. Furthermore, even when a problem has been studied, conclusions often rest on relatively few patients (e.g. in Table 2.3, the LR for dysphagia is based on study of just 130 patients). Whether diagnostic accuracy depends on clinical technique is largely unaddressed, although the few studies on this subject show diagnostic accuracy with students as observers is the same as with specialists, as long as the finding is well-defined. Finally, most literature on the subject focuses on individual findings, although it is well known that expert clinicians typically combine many findings simultaneously when diagnosing disease.

Describing diagnostic accuracy using LRs is easy to understand and apply, and clinicians using this approach can quickly hone their clinical skills. In future studies of evidence-based history and examination, investigators should explore clinical problems not yet studied, combinations of findings and their accuracy, and how clinical observations predict prognosis and response to treatment, not just diagnosis.

Further reading/resources

Introduction

Doctors and other clinicians have to make decisions without definitive information a lot of the time because there is no such thing as a perfect diagnostic test. One of the characteristics of a medical professional is ‘judgement in the face of uncertainty’ (Royal College of Physicians of London, 2005). Even with a good test that has 90% sensitivity and 90% specificity, 10% of patients with the disease will have a normal test result and 10% of patients without the disease will have an abnormal test result. Tests have to be interpreted in the light of the patient’s history and examination and are affected by a number of factors:

• Normal values
• Factors other than disease
• Operating characteristics
• Sensitivity and specificity
• Prevalence of disease in the population

The reasons why tests rarely give a yes/no answer are outlined in this chapter.

Normal values

Most test results are expressed as continuous variables therefore there is an overlap between test results in patients who have and do not have a disease. However, it is necessary to define a cut-off point at which the test is said to be normal or abnormal. This cut-off point is chosen to minimise the number of false positives and false negatives. With any normal distribution, there are people whose test results lie at the extremes, but that does not mean they have a disease (see Figure 3.1). In the figure, moving the cut-off point to the right would increase the chance of picking up ‘abnormals’ but at the same time increase the rate of false positives. This is always a trade-off in diagnostic tests.

Arbitrarily dividing a range of values into ‘normal’ and ‘abnormal’ has disadvantages – it does not take into account the magnitude of the result. For example, a highly sensitive troponin T result in a patient with chest pain is more likely to indicate a myocardial infarction when the value is very high, as opposed to slightly raised.

In medicine there are some situations when a normal result is abnormal, and an abnormal result is normal – for example in a clinically severe asthma attack when one expects the PaCO₂ to be low, a normal PaCO₂ indicates life-threatening asthma. On the other hand, a low serum ferritin is considered normal in young menstruating women. Therefore, even ‘normal’ and ‘abnormal’ values have to be interpreted by a clinician.

Factors other than disease that influence test results

A number of factors other than disease influence test results, such as:

• Age
• Sex
• Ethnicity
• Pregnancy
• Body position
• Chance
• Spurious (in vitro) results
• Lab error

For example, normal values for paediatric blood results are often significantly different to those for adults. Old people commonly have a normal white cell count in sepsis, and can have a...
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Syncope is another good example of a paroxysmal condition, and it is important to note that an abnormality may not be actual disease, as it can be due to chance (i.e. the patient is an outlier on the normal curve); the result may be spurious (e.g. hyperkalaemia caused by haemolysis or some haematological conditions); or may be due to lab error (e.g. as a result of technical or human failure). It is always worth pausing before acting when an unexpected test result crops up.

**Operating characteristics**

Before ordering a test, it is important to be aware of certain operating characteristics of the test. This refers to the method of performing the test. For example, measuring lung function requires that the patient be able to hear, understand and cooperate with instructions, as well as hold their breath. Exercise electrocardiograms are inappropriate in patients who have left bundle branch block or who cannot walk.

Some tests, for example in ultrasound and echocardiography, are ‘operator dependent’ – that is, the skill of the operator influences the results and the report provided. Others are influenced mainly by listening to the patient’s story and physical examination. These two conditions are mainly diagnosed on the history given by the patient and an eyewitness. On the other hand, up to 10% of normal people have epileptiform discharges on an EEG but they do not have epilepsy – this is known as an incidental finding and does not mean the patient has a disease at all. ‘Incidentalomas’ are common findings in computed tomography (CT) reports.

**Sensitivity and specificity**

Sensitivity is the ability of a test to detect true positives, whereas specificity is the ability to detect true negatives. Unfortunately, there is no such thing as a perfect test. Nearly all tests have less than 100% sensitivity and specificity. Therefore, there are ‘true positives’ and ‘false positives’, ‘true negatives’ and ‘false negatives’. Table 3.1 illustrates this. Tests differ from each other in sensitivity and specificity for detecting certain diseases, and clinicians need to have a rough idea how good a test is for the disease under investigation.

A very sensitive test will detect most diseases but also generate abnormal results in healthy people. A positive result is therefore likely to require further evaluation. On the other hand, a very specific test will miss diseases but is more likely to establish the diagnosis when the result is positive.

In simple terms, the probability that a patient has a disease depends on the clinical (pre-test) probability plus the sensitivity and the specificity of the test. The clinical probability of a disease is assessed mainly by listening to the patient’s story, combined with the clinician’s knowledge of epidemiology and medicine. For example, the clinical probability of a 60-year-old male smoker with diabetes who presents with dull, central chest pain radiating to his jaw on exertion having coronary artery disease is high. This is the termed the pre-test or prior probability. Post-test or posterior probability is the probability of the disease after acquiring new information using tests. In medicine we estimate post-test probability all the time. What we are dealing with is something called conditional probability.

Conditional probability is the probability that something is true given that something else is true. For example, a patient presents with chest pain. He has a normal 12-lead electrocardiogram. His highly sensitive troponin T result is slightly raised. What is the probability of a heart attack in this patient? The answer is not as obvious as it seems. To start with, more information about the patient is required so that his clinical (pre-test) probability can be estimated.

Table 3.1  Sensitivity and specificity. Sensitivity is the probability that the test will indicate disease in those with the disease, i.e. A/(A+C) x 100. Specificity is the probability that the test will be negative in those without the disease, i.e. D/(D+B) x 100.

<table>
<thead>
<tr>
<th></th>
<th>Disease</th>
<th>No disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive test</td>
<td>A (True positive)</td>
<td>B (False positive)</td>
</tr>
<tr>
<td>Negative test</td>
<td>C (False negative)</td>
<td>D (True negative)</td>
</tr>
</tbody>
</table>
Box 3.1 How a test results shifts our thinking from an initial impression to a final impression, using Bayes’ theorem.

The sensitivity of a troponin test is 95% and the specificity is 80%. If we imagine a patient with chest pain and our pre-test or prior probability is 50% (i.e. we are sitting on the fence), this is how a positive or a negative result would shift our thinking about whether the patient is having a heart attack. As clinicians become more expert, their probability estimates become more accurate.

Bayes’ theorem is a method for interpreting evidence in the context of previous knowledge. It has wide applications and constitutes a mathematical foundation for reasoning. In clinical practice, doctors do not use algebra to work out pre- and post-test probabilities; however, an understanding of the principles of Bayes’ theorem (‘Bayesian reasoning’) is important because the ability to accurately estimate probability is a hallmark of a good clinician and our intuitive estimates of probability are often inaccurate.

Bayes’ theorem:

\[
P[\text{Dis}/R+] = \frac{P[R+/\text{Dis}] \times P[\text{Dis}]}{P[R+/\text{Dis}] \times P[\text{Dis}] + P[R+/\text{no Dis}] \times P[\text{no Dis}]}
\]

where \(P[\text{Dis}/R+]\) is the chance of having the disease given a positive test result, and \(P\) is probability, Dis is disease and \(R+\) is a positive test result.

Figure from Brush JE. Probability: uncertainty quantified. In: The Science of the Art of Medicine, 2015. Reproduced with permission of Dementi Milestone Publishing.

Bayes’ theorem (named after English clergyman Thomas Bayes 1702–61) is a mathematical way to describe the post-test or posterior probability of a disease. It gives a way to shift our thinking from an initial impression to a final impression, based on a positive or negative test result. It incorporates the sensitivity and specificity of the test with our initial clinical (pre-test) probability estimate. Box 3.1 illustrates Bayes’ theorem further and a more detailed explanation can be found in ‘Further reading/resources’.

For patients with very low or very high clinical probabilities, a test result has less effect on post-test probability, and you should consider in some circumstances whether to do the test at all. A common misconception among both clinicians and patients is to think that a test result gives the answer.

Figure 3.2 illustrates a common clinical dilemma. Both antero-posterior and lateral views of the left hip are required, and in this case they are normal. But clinically there seems to be a high probability of a fracture. Because the probability of a disease depends on the clinical (pre-test) probability as well as the sensitivity and the specificity of the test, a normal X-ray cannot exclude a fracture in a high clinical probability patient. On the other hand, the combination of a low clinical probability and a normal X-ray would exclude a fracture. The same test result is interpreted completely differently when the clinical (pre-test) probability changes. The lesson from these examples is that tests, even good tests, might be wrong.

The correct use of tests is even more important when the test is very sensitive but not very specific, or vice versa. D-dimer is a very sensitive test for pulmonary thromboembolism (98% sensitivity), but not very specific (40% specificity). With a high pre-test probability a negative D-dimer still leaves a chance of a pulmonary embolism. With a low pre-test probability, a negative D-dimer virtually excludes the diagnosis. D-dimer is a good example of a commonly misunderstood and misused test.

Prevalence of disease in the population

Consider this problem that was given to a group of Harvard doctors: if a test to detect a disease whose prevalence is 1:1000 has a false positive rate of 5%, what is the chance that a person found to have a positive result actually has the disease, assuming you know nothing about the person’s symptoms or signs? Just under half replied with the answer 95%. Now look at Box 3.2 for the answer.
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Specificity refers to the chance of a person found to have a positive test result actually having the disease. Box 3.2 shows the chance of a person found to have a positive test result actually having the disease.

The question tells us that 50/1000 people will have a false positive result. But only 1/1000 has the disease. This means the chance of having a positive result and actually having the disease is 1 out of 51 – or 2%. This example illustrates the importance of understanding prevalence (or the denominator in probability terms).

Box 3.2 What is the chance a person found to have a positive result actually has the disease?

Many doctors answer this question intuitively, giving an answer of 95% (using ‘type 1 thinking’, which is explained further in Chapter 4) but the real answer is illustrated in the table below:

<table>
<thead>
<tr>
<th>Disease</th>
<th>No Disease</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>1</td>
<td>999</td>
</tr>
<tr>
<td>Positive test</td>
<td>1</td>
<td>50</td>
</tr>
<tr>
<td>Negative test</td>
<td>0</td>
<td>949</td>
</tr>
</tbody>
</table>

The question tells us that 50/1000 people will have a false positive result. But only 1/1000 has the disease. This means the chance of having a positive result and actually having the disease is 1 out of 51 – or 2%. This example illustrates the importance of understanding prevalence (or the denominator in probability terms).

Box 3.3 Predictive values

<table>
<thead>
<tr>
<th>Disease</th>
<th>No disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive test</td>
<td>A (True positive)</td>
</tr>
<tr>
<td>Negative test</td>
<td>C (False negative)</td>
</tr>
</tbody>
</table>

The positive predictive value – ‘what is the chance that a person with a positive test truly has the disease?’ – is A/(A+B) x 100. The negative predictive value is D/(D+C) x 100.

Positive and negative predictive values are influenced by the prevalence of the disease in the population being tested. Using a test in a population with higher prevalence increases positive predictive value (and decreases negative predictive value).

John Brush, in his book The Science of the Art of Medicine (see ‘Further reading/resources’), uses this example to illustrate. We know from angiography results and post-mortem studies the actual prevalence of coronary artery disease in different patient groups. Young women with non-cardiac sounding chest pain have a low prevalence of ischaemic heart disease. On the other hand, older men with typical symptoms of angina have a high prevalence of ischaemic heart disease. If we sent a patient from each of these groups for an imaging stress test, and both tests came back positive, how would we interpret the results?

On average, an imaging stress test has a sensitivity of 90% and a specificity of 85%. The actual prevalence of ischaemic heart disease in a young woman (aged 35 years) with non-cardiac sounding chest pain is around 1% but the prevalence of ischaemic heart disease in an older man (aged 65 years) with typical symptoms of angina is around 94% – that is a huge difference. Aside from the fact that we should consider whether to request this test at all in patients with such extreme pre-test probabilities, Box 3.4 shows the results we would get if we tested 100 patients just like them.

Although both patients had some kind of chest pain and both were sent for the same test, how we interpret a positive result is completely different for each one. In the young woman’s case the clinical probability and prevalence of disease is low and therefore a positive imaging stress test result is 15 times more likely to be wrong than right. In the older man, however, the opposite is true – a negative test should be viewed with suspicion because it is twice as likely to be wrong than right. The same test result in a completely different patient has to be interpreted completely differently.

Box 3.4 Interpreting test results

Results of imaging stress testing in a 35-year-old woman with non-cardiac sounding chest pain (Table A) and a 65-year-old man with typical symptoms of angina (Table B). IHD = ischaemic heart disease.

<table>
<thead>
<tr>
<th>Disease</th>
<th>No Disease</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>1</td>
<td>999</td>
</tr>
<tr>
<td>Positive test</td>
<td>0.9</td>
<td>14.9</td>
</tr>
<tr>
<td>Negative test</td>
<td>0.1</td>
<td>84.1</td>
</tr>
</tbody>
</table>

Box 3.3 Predictive values

<table>
<thead>
<tr>
<th>Disease</th>
<th>No disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive test</td>
<td>A (True positive)</td>
</tr>
<tr>
<td>Negative test</td>
<td>C (False negative)</td>
</tr>
</tbody>
</table>

Although both patients had some kind of chest pain and both were sent for the same test, how we interpret a positive result is completely different for each one. In the young woman’s case the clinical probability and prevalence of disease is low and therefore a positive imaging stress test result is 15 times more likely to be wrong than right. In the older man, however, the opposite is true – a negative test should be viewed with suspicion because it is twice as likely to be wrong than right. The same test result in a completely different patient has to be interpreted completely differently.

This example illustrates the problems that can be encountered when clinicians use tests without considering the predictive value of the test for the individual patient. Boxes 3.5 and 3.6 give further clinical examples.

Thresholds

An important consideration in the diagnostic process is whether to do a test at all. If a test will make no difference to the probability or outcome of a disease, should the test be done? Tests are most helpful when they change the management of a patient’s condition.

The therapeutic threshold combines factors such as test characteristics, risks of the test, availability, and the risks versus benefits of treatment. The point at which the factors are all evenly weighed is the threshold. If a test or treatment for a disease is effective and low risk then one would have a lower threshold for going ahead.
Box 3.5 Thinking about tests – D-dimer

A 25 year-old man with no risk factors for venous thromboembolism went to see his general practitioner (GP) with pleuritic-sounding chest pain. He gave a clear description of doing some building work and pulling a muscle two days before, but he made the appointment as the pain was not controlled with simple painkillers. The patient had a past medical history of Crohn’s disease and was taking medication for this. He was otherwise fit and well. Although the GP felt pulmonary embolism was unlikely, he requested a D-dimer test to exclude it. The result was 625 ng/mL (normal <500 ng/mL) and so the patient was admitted to hospital for further evaluation. He was scheduled by a junior doctor for a CT pulmonary angiogram.

What would you do in this situation?

D-dimer has a sensitivity of around 98% and a specificity of around 40%. This means it is nearly always raised when venous thromboembolism is present but not necessarily normal when venous thromboembolism is absent. D-dimer can be raised for lots of other reasons that have nothing to do with venous thromboembolism (including muscle tears and inflammatory bowel disease). The starting point for using a D-dimer test is when you think, on the basis of the history and examination, a patient has venous thromboembolism. It is useful in virtually excluding low clinical probability patients who then do not need to go on to have further tests. This is different to requesting a D-dimer in a patient whose history clearly points to chest pain from another cause.

Box 3.6 Thinking about tests – CT head

A 74-year-old woman with a past medical history of hypertension attended the Emergency Department because of sudden weakness of her left leg. She was able to walk. Mild weakness was confirmed on clinical examination. A doctor ordered a CT scan of the head to look for a stroke and informed the patient of his suspicion. Her CT head was normal. Subsequently, the doctor told the patient that she had not had a stroke, reassured her and discharged her from the Emergency Department.

What would you do in this situation?

Stroke is a clinical diagnosis and the CT head is often normal in stroke. This doctor made the mistake of believing that the test, rather than the history and examination, made the diagnosis in this situation.

On the other hand, if a test or treatment is less effective or high risk, one requires greater confidence in the clinical diagnosis and potential benefits of treatment first. Box 3.7 illustrates thresholds, using suspected acute appendicitis as an example.

Box 3.7 Thresholds – for example in suspected acute appendicitis

- If the diagnosis of appendicitis is clear from the history and examination, treatment without further testing is indicated.
- When the diagnosis of appendicitis is uncertain, the use of computed tomography (CT) scanning can aid in diagnosis and reduce the risk of perforation.
- The Alvarado score is a useful diagnostic ‘rule out’ score in suspected appendicitis, helping to identify those patients who can be observed without treatment. Using guidelines, scores and decision aids is described further in Chapter 8.

Summary

Tests do not make a diagnosis, clinicians do (unfortunately, patients do not necessarily understand this when they ask, ‘What do the test results show?’). Tests give us test probabilities not real probabilities. Tests should be requested rationally and the results have to be interpreted. Assessing clinical (pre-test) probability is vital. Without it, you cannot interpret any test result. A working knowledge of factors other than disease that influence test results, operating characteristic curves and how good the test is for the disease in question is also important. The predictive value of a test result not only depends on the test’s sensitivity and specificity, but also on the prevalence of the disease in the population in question. Thresholds provide a useful way of thinking about whether a test should be performed at all.

Further reading/resources
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Introduction

Reasoning is the process of using existing knowledge to draw conclusions, make predictions, or construct explanations. Clinical reasoning involves diagnosis and decisions about further diagnostic tests and treatment.

In this chapter, we will explain different types of reasoning, consider dual process theory (type 1 and type 2 thinking), and explore the advantages and disadvantages of each. We will look at types of errors that occur in the reasoning process, and will also compare the approaches of experts to those of novices.

It is important to be aware that research in the area of clinical reasoning can be artificial and tends to produce different behaviours and cognitive processes than is probably the case normally (the Hawthorne effect). For example, speaking out loud about your thought processes, a common research method, is not the same as thinking without speaking. Knowing that your thinking is being analysed is likely to make you take additional time and second guess yourself more. Importantly, most research concerns type 2 thinking rather than the much more prevalent type 1 thinking.

Although we can differentiate some of the ways experienced clinicians and inexperienced novices reason, what we really desire as an outcome is for every experienced clinician to be excellent. Unfortunately not all experienced clinicians perform to the same high standard. Until we can find a way to differentiate outstanding from average, and distinguish the way that outstanding clinicians reason, the goal of excellence for every experienced clinician may be unattainable.

Deductive reasoning

Box 4.1 lists the different types of reasoning used in clinical practice.

Deductive reasoning starts with a general rule and moves towards a specific conclusion. If the original premises are true, the conclusion must also be true. For example:
• Premise 1: Anaemia is a haemoglobin below the normal value
• Premise 2: Mrs Smith has a haemoglobin below the normal value
• Conclusion: Mrs Smith is anaemic

This is unsound because the first premise is false, but logically valid, because if the premises were true the conclusion would also be true. The advantage of deductive reasoning is the absolute certainty of conclusions reached if the premises are true. However, it is impossible to make predictions about unknown future events.

Hypothetico-deductive reasoning

Hypothetico-deductive reasoning is one of the strategies that clinicians employ to make a diagnosis. A hypothesis is generated and arguments made, for example:
• Premise 1: In Disease A, finding B occurs
• Premise 2: B is absent
• Conclusion: Disease A is not the diagnosis

The disadvantages of this type of ‘detective work’ are two-fold. Normally, this deduction can only rule out some of the possibilities and a definite conclusion cannot be reached. Occasionally, only one diagnostic possibility will remain after excluding other hypotheses and the diagnosis is made. But we

OVERVIEW

- Clinical reasoning is complex and incompletely understood
- Dual process theory divides thinking into intuitive (type 1) and analytical (type 2) thinking
- We use various types of reasoning in assorted circumstances
- There are several reasons why faulty reasoning occurs
- Experts and novices reason differently
**Box 4.1 Types of reasoning**
- Deduction
- Induction
- Abduction
- Rule-based/categorical/deterministic
- Probabilistic
- Type 1
- Type 2

**Box 4.2 Mr Jones’ abdominal pain – deduction**
Mr Jones, who has gallstones, presented with a short history of upper abdominal pain. As part of the investigations, after we have come to the conclusion that the most likely diagnosis is acute cholecystitis (see below), a serum amylase is ordered. We can formally state this logic:

**Deduction 1**
- Premise 1: Patients presenting with acute severe upper abdominal pain should have a serum amylase measured as part of a complete assessment
- Premise 2: Mr Jones has acute severe upper abdominal pain
- Conclusion: I will check serum amylase

To reach the conclusion we are using deduction.

**Deduction 2**
- Premise 1: In disease A, finding B occurs – in biliary obstruction due to gallstones, jaundice is present
- Premise 2: B is absent – jaundice is absent
- Conclusion: Disease A is not the diagnosis – biliary obstruction is not the diagnosis

**Box 4.3 Mr Jones’ abdominal pain – induction**
- Evidence: Mr Jones has vomited blood. His haemoglobin Hb is 73 g/L. He is hypotensive and tachycardic. He has recently been complaining of epigastric pain and had an oesophago-gastro-duodenoscopy, which showed a gastric ulcer.
- Conclusion: We are reasonably certain that Mr Smith has a bleeding gastric ulcer.

cannot be certain that we have considered, and therefore excluded, every competing hypothesis.

Deductive reasoning is commonly used in medicine, but its use is generally subconscious (see Box 4.2). It allows us to organise our thinking using rules, background knowledge and hypotheses to reach a conclusion.

**Inductive reasoning**
In inductive reasoning we move from specific observations to a more general conclusion (the opposite of deduction). Science and medicine rely heavily on inductive reasoning. We gather evidence, seek patterns, and form a hypothesis or theory to explain what is seen. We have evidence (A), leading to conclusions (B) – see Box 4.3.

The conclusions reached by inductive reasoning are only probable, not guaranteed. No amount of evidence makes an inductive conclusion certain. We do not know whether all of the evidence has been gathered, or if a further piece of evidence may arise to invalidate the conclusion.

Inductive arguments are described as either cogent (the evidence seems comprehensive, it is pertinent, and generally credible) or not cogent, rather than being true or untrue. Inductive reasoning allows prediction of future, or previously unobserved, events.

**Abductive reasoning**
Often in the real world we cannot form a good deductive argument, nor a convincing (cogent) inductive one. Here, we tend to use abductive reasoning – working backwards from signs, symptoms and investigations to causes; that is, from effect to cause rather from cause to effect. It is similar to inductive reasoning in that it is inherently uncertain. Abduction is a process of choosing the hypothesis that would best explain the available evidence. We ask ourselves, ‘What is the likeliest answer?’ ‘What theory best explains this information?’ We have information (B) and move backwards to likely cause (A) – see Box 4.4.

**Rule-based/categorical/deterministic reasoning**
During day-to-day clinical encounters much of our reasoning is relatively simple, at least when we encounter familiar problems. We have an established set of routines that we use on a regular basis. Table 4.1 shows an example.

Novices will struggle with this type of approach because they do not have the necessary experience and knowledge to have compiled a database of standard responses, and experts acting outside their area of expertise will similarly be unable to resort to this method.
Probabilistic reasoning

Probabilistic reasoning is the clinician’s substitute for formal Bayesian analysis (described in Chapter 3). Doctors use probabilistic reasoning in many situations – we are thinking consciously but are often unaware we are using estimated base rates (e.g. chest infections are very common) and then conditional probabilities (e.g. negative sputum culture result) to modify hypotheses. Unfortunately, even for simple investigations with known pre-test and conditional probabilities, the estimates given by doctors for post-test probabilities are very inaccurate.

Probabilistic reasoning is used to classify the likelihood of the hypotheses we generate, and to modify these hypotheses when the results of tests are known. The probabilities we use are not normally based on good information, but on the clinician’s knowledge and experience of the conditions, and the interpretation of the usefulness of tests to change the likelihood of a disease. Knowledge of Bayesian analysis, pre-test probabilities and likelihood ratios for the tests we use may improve our accuracy and the usefulness of probabilistic reasoning.

Causal reasoning

In causal reasoning, clinicians use their knowledge of medical sciences to provide additional diagnostic information. For example, if considering thyrotoxicosis as a diagnosis, a raised thyroxine would be expected, but so would a suppressed thyroid stimulating hormone (TSH). In the absence of this confirmatory finding, other diagnostic possibilities must be considered (e.g. ‘sick euthyroid’).

Causal reasoning is normally used to confirm or refute hypotheses generated using other reasoning strategies. It is not particularly helpful by itself in producing a hypothesis.

Making a diagnosis – hypothesis generation and modification

Using deduction, induction/abduction, rule-based reasoning, or mental short cuts (heuristics), clinicians come up with a hypothesis, or hypotheses, which may be specific (pneumonia or pulmonary embolus) or general (infection or inflammation), relating a specific situation to knowledge and past experience. This process is referred to as generating a differential diagnosis.

The process we use to produce a differential diagnosis from memory is not clear. The new facts of the case may be compared to a disease prototype built over years, adding gradually to our area of expertise. Hypotheses chosen may be based on likelihood, but might also reflect the need to rule out the worst case scenario, even if the probability is considered low. We regularly use heuristics (like availability, representativeness, life-threatening condition).

Hypothesis generation is often not perfect, and rare diseases, or those with atypical features, may never be thought of. It is the earliest stage of diagnosis where knowledge deficits and cognitive biases (see Chapter 5) may lead to errors. Hypothesis generation is the first part of iterative diagnosis, or what has traditionally been referred to as hypothetico-deductive reasoning. A different way to think about this process is to consider it one of hypothesis modification.

Hypothesis modification aims to produce a working diagnosis: is each theory coherent, sufficient and parsimonious? Hypotheses are often generated quickly and may be discarded equally quickly. Only a few can remain active at any one time due to the limitations of short-term memory. We gather information within the context of a hypothesis, or a set of hypotheses, rather than just accumulating information blindly. The modification process may be short and sharp for cases that are typical, straightforward or within our area of expertise. It may be more prolonged and detailed for complicated or unfamiliar cases. We can try to confirm or disconfirm, and when we have two closely related hypotheses we attempt to discriminate.

Hypothesis refinement uses probabilistic, causal and rule-based (categorical) reasoning. It uses investigations to test theories (hypothetico-deduction). Depending on the case, the information available, and the clinician’s knowledge and experience, the working diagnosis will be formulated using any one of the different types of reasoning, or more commonly a combination of more than one.

The diagnosis may be clear and unambiguous or we may need more abduction: what is the best option available, and are we confident enough to make a decision on treatment, or can we wait?

Table 4.2 Type 1 and type 2 thinking – dual process theory.

<table>
<thead>
<tr>
<th>Type 1 thinking</th>
<th>Type 2 thinking</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Intuitive, uses mental shortcuts (heuristics)</td>
<td>• Analytical, systematic</td>
</tr>
<tr>
<td>• Automatic, subconscious</td>
<td>• Deliberate, conscious</td>
</tr>
<tr>
<td>• Fast, effortless</td>
<td>• Slow, effortless</td>
</tr>
<tr>
<td>• Low/variable reliability</td>
<td>• High/consistent reliability</td>
</tr>
<tr>
<td>• Vulnerable to error</td>
<td>• Less prone to error</td>
</tr>
<tr>
<td>• Highly affected by context</td>
<td>• Less affected by context</td>
</tr>
<tr>
<td>• High emotional involvement</td>
<td>• Low emotional involvement</td>
</tr>
<tr>
<td>• Low scientific rigour</td>
<td>• High scientific rigour</td>
</tr>
</tbody>
</table>

Type 1 and type 2 thinking – dual process theory

Cognitive psychology deals with human thinking, reasoning and decision-making. Dual process theory describes how the human brain has two distinct ‘minds’ when it comes to decision-making. There are forms of cognition that are ancient and shared with other animals – where speed is often more important than accuracy – and ones that are recently evolved and distinctly human. Each ‘mind’ has access to multiple systems in the brain. We have a fast, pattern recognising, intuitive way of thinking (type 1); and a slow, controlled but high effort way of thinking (type 2) – see Table 4.2.

We spend most of our lives in type 1 mode and clinicians are no exception. Imagine the cognitive effort involved in learning to drive a car, for example. We could not live our lives permanently in a deliberate, slow, effortful way. Over time driving becomes automatic and subconscious. In the same way, a lot of our clinical decision-making is intuitive rather than analytical. But it is not an either/or
situation. We can pause to analyse what we are doing. We can also actively switch between between one type of thinking and the other if we understand which type of thinking we are engaged in.

For example, imagine going to see a drowsy patient in the Emergency Department. He is known to have alcohol dependence and is a frequent attender. The problem is recognised and familiar. It would be easy to assume you know what the problem is. In a well-calibrated thinker, this is when analytical thinking comes into play, as illustrated in Figure 4.1.

Figure 4.1 shows a modified version of Croskerry’s ‘Universal Model of Diagnostic Reasoning’. Building on this, we have developed some changes that more clearly delineate the processes clinicians use on a daily basis.

As in Croskerry’s model, we may recognise the problem at hand. It could be as simple as a spot diagnosis (e.g. shingles) or it could lead to simple rule-based reactions that over the years have become automatic (as in Table 4.1). However, if the problem is unrecognised, the first stage in the diagnostic process is hypothesis generation, or formation of a differential diagnosis, as described above. Hypothesis modification will proceed until there is enough certainty for a working diagnosis. The degree of certainty required will depend on the treatment needed – for example, the diagnosis of a simple urinary tract infection does not need the same degree of certainty as a diagnosis of leukaemia before treatment is commenced. Similarly with the investigations – a urine sample requires a lower level of suspicion for a urinary tract infection than a bone marrow aspirate does for leukaemia. Further diagnostic refinement is often required (what type of leukaemia is it; what organism is causing the urine infection?) before a final diagnosis is reached, or the hypothesis changed.

Errors in the diagnostic process

There are five types of error in the diagnostic process:
- No fault errors
- System errors
- Errors due to knowledge gaps
- Errors due to misinterpretation of diagnostic tests
- Cognitive errors
Thinking, they also occur in type 2 thinking.

Cognitive errors may occur at any stage during the reasoning process. These account for the majority of fundamental causes in Chapter 3.

There do appear to be differences in the reasoning strategies used by novices compared with those used by experts. In their particular subject matter domain, experts use very purposeful information gathering, with strongly effective problem-solving strategies. Heuristics are commonly, and most often successfully, used. The expert will have a saved bank of illness scripts with which to compare and contrast the current case. Overall, they will use type 1 thinking more than the novice, and with much better results.

In order to become an expert one needs specific knowledge and specific experience. The very nature of being a novice means they have little experience with the problems they face, and have not built a bank of illness scripts, and will have no memories of previous similar cases or of their previous actions in such cases. Therefore their search strategies will be weak, slow and ponderous. They will consider a far wider range of diagnostic possibilities and will take longer to select approaches to discriminate among them.

Moving from novice to expert in medicine has traditionally been achieved by gradually gaining experience while observing the reasoning of experts – ‘learning by osmosis’. It seems likely that explicit teaching of clinical reasoning could make this process quicker, and more effective, but there is little evidence currently to support this proposition.

**Summary**

Clinical reasoning is complex – it often requires various mental processes operating simultaneously during the same clinical encounter, as well as different processes for different situations. These mental processes can be described in different ways, as in Box 4.1. Dual process theory describes how humans have two distinct approaches when it comes to decision-making. We have a fast, pattern recognising, intuitive way of thinking (type 1); and a slow, controlled but high effort way of thinking (type 2). In everyday life, we spend most of our time in type 1 mode. However, our thinking is frequently flawed. There are numerous causes for failure in clinical reasoning and these can occur in any type of reasoning and at any stage in the process. While experts and novices reason differently, even experts are liable to subconscious errors in their thinking processes – an area explored in more detail in the next chapter.

**Further reading/resources**


Introduction

Medical education emphasises knowledge and clinical skills but little attention has been given to teaching students and trainees about thinking itself. Chapter 4 explored models of clinical reasoning, including dual process theory. Psychologists reckon we spend 95% of our time in type 1 mode – the intuitive, pattern recognising, effortless mode of thinking. But the price we pay for this low-resource mode of decision-making is bias – or, to use a less negative term, cognitive dispositions to respond. Bias, or our tendency to respond in certain ways, is so widespread that 'we need to consider it as a normal operating characteristic of the brain' (see 'Further reading/resources'). Humans are quite irrational at times, and healthcare professionals are no exception.

In his book *The Art of Thinking Clearly*, Dobelli describes 99 cognitive biases prevalent in everyday life, ranging from 'sunk cost fallacy' to 'confirmation bias' to 'neglect of probability' to 'decision fatigue'. Many of these are particularly applicable to healthcare. He writes, 'In the 1960s, psychologists began to examine our thinking, decisions and actions scientifically. The result was a theory of irrationality: thinking itself is not pure, but prone to error. This affects everyone. Even highly intelligent people fall in to the same cognitive traps. Likewise, errors are not randomly distributed. We systematically err in the same direction. That makes our mistakes predictable, and thus fixable to some degree – but only to a degree, never completely.'

This chapter is about the different cognitive biases we are all prone to, in our everyday lives and as healthcare professionals. The next chapter on human factors explores the limitations of human performance further.

Case history

A 75-year-old woman presented to hospital with breathlessness. She had been told by her oncologist a few weeks before that she was anaemic, and to report to hospital if she got breathless or dizzy in case she needed a blood transfusion. Her haemoglobin at presentation was 84 g/L, which was unchanged from previously. Her only past medical history was breast cancer for which she had had a mastectomy and was undergoing adjuvant chemotherapy. She was usually fit and independent and was not taking any regular medication apart from anti-emetics.

On examination, the chest, heart and abdomen were normal. Her vital signs were normal. Her 12-lead electrocardiogram was normal. Apart from the haemoglobin of 84 g/L, her other blood tests (white cell count, platelets, electrolytes, calcium and liver function tests) were normal. The Emergency Department doctor diagnosed breathlessness due to anaemia and arranged for her to be admitted for a blood transfusion. The junior doctor on the Acute Medical Unit also assessed the patient and said the same thing. At 11 pm the senior resident doctor reviewed the patient’s case and said the same thing. Someone had requested a highly sensitive troponin T in the Emergency Department because the patient had mentioned brief palpitations, although she never had any chest pain. The troponin result was 126 ng/L (normal range 0–13 ng/L). The senior doctor requested a repeat electrocardiogram and troponin test.

What are your thoughts at this point?

The next morning another senior resident doctor and an oncology nurse specialist saw the patient and made preparations for a blood transfusion. Then the medical consultant saw the patient. Something did not seem quite right – the patient’s haemoglobin was 84 g/L when she did not have symptoms, so
why was she breathless now? And what was this troponin result all about? It seemed very unlikely she had a heart condition since she never had any chest pain and her 12-lead electrocardiogram was normal. On further questioning, the patient said she was in the supermarket the day before when she suddenly felt light-headed, with associated palpitations and breathlessness. This lasted around 10 minutes and then settled down, but she had ‘not felt quite right’ since. An urgent computed tomography pulmonary angiogram showed bilateral proximal pulmonary emboli.

Diagnostic momentum (see Figure 5.1) is the tendency for a diagnosis to ‘stick’ despite lack of supporting evidence. It involves several intermediaries – often starting as an opinion that may not even be medical (e.g. the patient or a relative) – and is passed with increasing certainty from one person to the next. Diagnostic labels become particularly sticky if a specialist has seen the patient.

However, there were several other things going on in this case, for example:
- Anchoring
- Search satisficing
- Confirmation bias
- The effects of night shift work (see Chapter 6)

Search satisficing
Search satisficing is a term derived from the words ‘satisfy’ and ‘suffice’ – when we stop searching because we have found something that fits or is convenient, instead of systematically looking for the best alternative, which involves more effort. Satisficing is beneficial in everyday life – for example, when choosing from an extensive menu at a restaurant, or when there is an unlimited amount of information available and it is necessary to eliminate options and make a decision efficiently. However, in groups satisficing can be detrimental – for example, when people settle for a solution everyone can agree on even though it may not be the best one.

Confirmation bias
Confirmation bias is the tendency to look for confirming evidence to support a theory rather than looking for disconfirming evidence to refute it, even when the latter is clearly present. Experiments have found repeatedly that people tend to test hypotheses in a one-sided way, by searching for evidence consistent with their current hypothesis. In one example, participants read a profile of a woman that described an equal mix of introvert and extrovert behaviours. Later, they had to recall examples of her introversion and extroversion – one group was told this was to assess the woman for a job as a librarian, while the other group was told it was for a job as an estate agent. There was a significant difference between what the groups recalled, with the ‘librarian’ group recalling more examples of introversion and the ‘sales’ group recalling more examples of extroverted behaviour.

Cognitive miser function
Croskerry writes about the ‘cognitive miser’ function in clinical decision-making (see ‘Further reading/resources’). The brain generally seeks to conserve energy and has an overwhelming tendency to revert to type 1 decision-making, which requires less effort, in some cases becoming ‘comfortably numb’. Certain conditions lend themselves to slipping into cognitive miser mode – for example, the workload experienced during a typical night shift for a medical senior resident. However, adopting strategies to conserve thinking effort can lead to problems: failure to do a thorough history and examination, accepting opinions from others at face value and adopting a non-sceptical approach. This mindset leads to diagnostic error.
Box 5.1 Heuristics
Heuristic comes from the Greek ‘to find’ or ‘discover’. It refers to experience-based techniques for decision-making. Heuristic methods are sometimes referred to as ‘pattern recognition’ – speedy shortcuts commonly used by experts. Stereotyping is an example of a heuristic that all of us use to form opinions and judgements about people and things.

Figure 5.2 Different types of cognitive biases.

Common cognitive biases
Cognitive biases are subconscious deviations in judgement leading to perceptual distortion, inaccurate judgement and illogical interpretation. From an evolutionary point of view, they have developed because often speed was more important than accuracy. Biases occur due to information processing shortcuts (or heuristics – see Box 5.1), the brain’s limited capacity to process information, social influence, and emotional and moral motivations. The different types of cognitive biases are illustrated in Figure 5.2.

Box 5.2 illustrates some common cognitive biases applicable to healthcare. Biases often work together – for example, in overconfidence bias (the tendency to believe we know more than we actually do) too much faith is placed in opinion instead of gathered evidence. This bias can be augmented by the anchoring effect or availability bias, and finally by commission bias – with disastrous results.

Is bias only a type 1 thinking problem?
All dual process theories (see Chapter 4) contrast a fast, pattern recognising, intuitive type of thinking, apparently independent of cognitive ability, with a slow, controlled, high effort type of thinking that is strongly associated with cognitive ability and requires access to working memory – see Figure 5.3. In the literature there is an association between type 1 thinking and cognitive biases. While the evidence for dual processing is strong, Evans (see ‘Further reading/resources’) points out a few problems with some views of dual process theory. Firstly, it is not true to say that type 1 thinking is responsible for cognitive biases and type 2 thinking is ‘the good guy’. There is much evidence that expert decision-making is well served by intuitive rather than analytical/reflective thinking, and sometimes explicit efforts to reason can result in worse performance. People can apply the wrong rules or make errors in their application when it comes to type 2 reasoning. Secondly, while type 1 processing is in general quicker than type 2 processing, it is not true to say that fast processing indicates use of type 1 thinking. Fast type 2 judgements can be made on the basis of simple rules, with minimal reflection. Type 1 judgements can be based on a huge amount of implicit information as is the case with expert intuition.

Cognitive biases and expert intuition
For many decisions, we lack the necessary information, so we use mental shortcuts and rules of thumb (heuristics). Chapter 7 explores the concept of ‘metacognition’ – thinking about thinking – and how we might develop strategies to anticipate and reduce errors in our reasoning. However, heuristics are not all bad. Cognitive biases should not be confused with expert intuition, which plays an important role in expert professional practice. The most well-known researcher of expert intuition is Gary Klein (see ‘Further reading/resources’). He writes that the more experience people have in any particular field, the more they rely on intuition, which is a natural and direct outgrowth of their experience (see Box 5.3 for an example). In this context, he defines intuition as ‘the way we translate our experience in to action’ – repeated experiences are unconsciously linked together to form patterns. Once we recognise a pattern, we gain sense of a situation, we know what cues to look for and how we should respond. How did the medical consultant know the patient in the case history had a pulmonary embolism? It was a combination of recognising risk factors (age, cancer and chemotherapy), linking pulmonary embolism with causes of unexplained breathlessness in past experience, and recognising the blood results did not ‘fit’ the diagnosis that had been made, but did fit with pulmonary embolism.

Experts bring extensive knowledge and experience to a situation – but only in their specific domain of expertise. In 1973, two American psychologists took two groups of people – one consisting of chess masters and one consisting of novices – and showed them chessboards with 20–25 pieces on them, set up as if in the middle of a game. The subjects were shown the boards briefly and then asked to recall the positions of the pieces. The chess masters were able to recall the position of every piece on the board, but the novices could only recall four or five. The experiment was then repeated, but this time the pieces were randomly distributed on the chess board. This time, the chess masters were no better than the novices. Chess masters, with their years of experience, could look at the chess pieces in the middle of a game and see a pattern. The chess pieces were like letters in a word, and like readers recognise whole words, chess masters are experts in the language of chess. But if they were asked to simply look at a jumble of letters, they performed no
### Box 5.2  Common cognitive biases

<table>
<thead>
<tr>
<th>Anchoring</th>
<th>Framing Effect</th>
<th>Premature Closure</th>
</tr>
</thead>
<tbody>
<tr>
<td>describes the common human tendency to rely too heavily on the first piece of information offered (the ‘anchor’) when making decisions.</td>
<td>is when a case is presented, for example in handover, can generate bias in the listener. This can be mitigated by always having ‘healthy scepticism’ about other people’s diagnoses.</td>
<td>is the tendency to prematurely close the decision-making process and accept a diagnosis before it, and other possibilities, have been fully explored.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ascertainment Bias</th>
<th>Gambler’s Fallacy</th>
<th>Psych-Out Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>is when we see what we expect to see (‘self-fulfilling prophecy’). For example, a frequent self-harmer attends the ED with drowsiness – everyone assumes he has taken another overdose and misses a brain injury.</td>
<td>is the mistaken belief that if something happens more frequently than normal, then it will happen less frequently in the future (or vice versa). In situations where what is being observed is random, this belief is false.</td>
<td>Psychiatric patients who present with medical problems are under-assessed, under-examined and under-investigated because problems are presumed to be due to, or exacerbated by, their psychiatric condition.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Attribution Error</th>
<th>Hindsight Bias</th>
<th>Representativeness</th>
</tr>
</thead>
<tbody>
<tr>
<td>is the process of inferring the causes of events or behaviours. For example, if a patient gets better after a certain treatment (y), we might assume the diagnosis must be x.</td>
<td>is when knowing the outcome profoundly influences the perception of past events and decision-making, preventing a realistic appraisal of what actually occurred – a major problem in learning from diagnostic error.</td>
<td>‘If it looks like a duck, walks like a duck, then it is a duck’. However, this kind of pattern recognising (mistaking ‘similar’ for ‘same’) can lead to atypical presentations of diseases being missed.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Availability Bias</th>
<th>Multiple Alternatives Bias</th>
<th>Search Satisficing</th>
</tr>
</thead>
<tbody>
<tr>
<td>is when things are at the forefront of your mind because you have seen several cases recently or have been studying that condition in particular. For example, when the author worked in an epilepsy clinic, all blackouts were possible seizures.</td>
<td>is when there are several possibilities, leading to significant uncertainty. This is made easier by reverting to a smaller, more familiar subset of options, which can result in the exclusion of other possibilities.</td>
<td>is when we stop searching because we have found something that fits or is convenient, instead of systematically looking for the best alternative, which involves more effort.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Base Rate Neglect</th>
<th>Omission Bias</th>
<th>Sutton’s Slip</th>
</tr>
</thead>
<tbody>
<tr>
<td>is the tendency to ignore the prevalence of a disease which then distorts Bayesian reasoning (see Chapter 3). In some cases, clinicians do this deliberately in order to rule out an unlikely but worse case scenario.</td>
<td>is the tendency towards inaction, rooted in the principle of ‘first do no harm’. Events that occur through natural progression of disease are more acceptable than those that may be attributed directly to the action of the healthcare team.</td>
<td>takes its name from a Brooklyn bank robber who explained he robbed banks ‘because that’s where the money is!’ – the strategy of going for the obvious is referred to as Sutton’s Law, the slip occurs when other possibilities are not considered.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Commission Bias</th>
<th>Order Effects</th>
<th>Triage-Cueing</th>
</tr>
</thead>
<tbody>
<tr>
<td>is the tendency towards action rather than inaction, in the assumption that only good can come from doing something (rather than ‘watching and waiting’).</td>
<td>is about the fact that we tend to remember the beginning and the end of information presented to us, not all of it – important to remember in handovers.</td>
<td>Triage ensures patients get sent to the right department. However, this leads to ‘geography is destiny’ – for example, a diabetic ketoacidosis patient with abdominal pain and vomiting gets sent to surgery. The wrong location (surgical ward) stops people thinking about medical causes of abdominal pain and vomiting.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Confirmation Bias</th>
<th>Overconfidence Bias</th>
<th>Unpacking Principle</th>
</tr>
</thead>
<tbody>
<tr>
<td>is the tendency to look for confirming evidence to support a theory rather than looking for disconfirming evidence to refute it, even if the latter is clearly present. Confirmation bias is common when a patient has been seen first by another doctor (e.g. GP or ED doctor).</td>
<td>is the tendency to believe we know more than we actually do, placing too much faith in opinion instead of gathered evidence.</td>
<td>is when failure to ‘unpack’ all the available information means things get missed. For example, if a thorough history is not obtained from either the patient or carers (a common problem in Geriatric Medicine) diagnostic possibilities may be discounted.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Diagnostic Momentum</th>
<th>Posterior Probability</th>
<th>Visceral Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Once a diagnostic label has been attached to a patient (by the patient or other healthcare professionals) it can gather momentum with each review leading others to exclude other possibilities in their thinking.</td>
<td>occurs when our estimate of the likelihood of disease is unduly influenced by what has gone on before for a particular patient – for example, a patient who has been extensively investigated for headaches presents with a severe headache and serious causes are discounted.</td>
<td>refers to the influence of either negative or positive feelings towards patients, which can affect our decision-making.</td>
</tr>
</tbody>
</table>

---

GP = General Practitioner; ED = Emergency Department.

better than everyone else. This ‘chunking’ of individual pieces into a whole is explained further in Chapter 9.

Expert intuition is really synonymous with tacit knowledge. Although it involves intuitive thinking, this is slightly different to the subconscious ‘assumptions’ to which we are all prone, experts included, as illustrated in Box 5.2. The apparent effortlessness (which is in fact not effortless at all) of expert intuition is illustrated in Figure 5.4 and has important implications for teaching and learning clinical reasoning.

**Summary**

Cognitive biases are everywhere in everyday life and in clinical practice. Cognitive biases are subconscious deviations in judgement leading to perceptual distortion, inaccurate judgement and illogical interpretation. Intelligence and experience do not make a person immune to cognitive biases, and errors can occur in both type 1 and type 2 thinking. However, there is also evidence that expert decision-making can be well served by intuitive thinking. So while healthcare professionals need to be aware of their thinking in order to mitigate the impact of cognitive biases, this does not mean that intuition in itself is a bias that needs to be discarded. In fact, expert professional practice can be nurtured by deliberate effort to build a vast databank of experiences that – combined with feedback on our decision-making processes and reflection – allow us in time to recognise patterns, gain sense of a situation, know what to look for and how to respond, while at the same time think about our thinking.

**Further reading/resources**

CHAPTER 6

Human Factors

Nicola Cooper

Derby Teaching Hospitals NHS Foundation Trust; and University of Nottingham, UK

OVERVIEW

- ‘Human factors’ is the umbrella term used to describe the way people interact with each other, the systems in which they work, and technology.
- Human factors covers the design of equipment, systems and processes in order to make it easy for people to do the right thing.
- Basic human factors training covers an understanding of error, the limitations of human performance and communication within teams.
- Human factors training can improve team performance.
- Individuals who understand human factors can act more safely and reduce the chances of error.

Introduction

‘Human factors’ is the umbrella term used to describe the way people interact with each other, the systems in which they work, and technology. The understanding of human factors and how it applies to healthcare has largely derived from the aviation industry as well as other safety critical industries such as nuclear power and the military. Research shows that human factors play a significant role in the majority of accidents. For example, accident analyses, simulator research and cockpit voice recordings show that unsafe flight conditions are frequently related to failures in cognitive and communication skills rather than a lack of technical knowledge. Similar contributory causes are found when accidents in the operating theatre are analysed.

In 2013, the Department of Health, along with several other organisations including Health Education England and NHS Employers, signed a human factors in healthcare concordat – stating that:

- The principles and practices of human factors focus on optimising human performance through better understanding the behaviour of individuals, their interactions with each other and with their environment. By acknowledging human limitations, human factors offers ways to minimise and mitigate human frailties, so reducing medical error and its consequences. The system-wide adoption of these concepts offers a unique opportunity to support cultural change and empower the National Health Service to put patient safety and clinical excellence at its heart.

Human factors is completely integrated into all aspects of aviation education, and pilots are schooled thoroughly in methods of communication. This training is continuous, not a one-off, and it includes everyone. While all pilots have to pass human factors assessments, many healthcare professionals, arguably working in a more unpredictable environment, may never even have heard of the term. In a nutshell, basic human factors training covers:

- An understanding of error
- The limitations of human performance
- Communication within teams

Human factors is also sometimes called ‘ergonomics’, an established scientific discipline used in many safety critical industries. For the purposes of this chapter, ergonomics – a critical aspect of human factors – is about the design of equipment, workspaces, systems and processes that makes it easy for people to do the right thing. This includes staffing ratios, duty times and rest periods. This chapter will focus more on what might be called ‘cognitive ergonomics’ – how the limitations of the human brain and poor communication within teams make diagnostic error and other accidents more likely to happen.

What has human factors got to do with clinical reasoning? Chapter 5 explored the common cognitive biases that occur in everyday life as well as in clinical practice. Human factors includes cognitive biases as well as ‘affective biases’ (how cognition is affected by our emotions and the environment) with an emphasis on clinical teams and the workplace.

Error in healthcare

Until 1991, there was little information on the scale of adverse events within healthcare. See Box 6.1 for some definitions. We now know from a multitude of studies that healthcare can be
unsafe – one UK study showed that adverse events occurred in around 10% of hospital admissions, directly leading to death in 1% of cases. Around half of the adverse events were judged to be preventable. In 2014 there were 15 million hospital admissions in the UK.

Research shows that errors are predictable and tend to repeat themselves in patterns. Healthcare staff do not come to work to deliberately harm patients, rather ‘to err is human’. We, the systems in which we work, and the processes that are in place, can either adapt for this and make error and adverse events less likely, or can in fact create ‘accidents waiting to happen.’ This is what human factors is all about.

Figure 6.1 shows an everyday example of human factors engineering. Healthcare equipment is often not designed with human cognitive limitations in mind. Poor design is a frequent cause of patient safety incidents. When healthcare organisations use a large number of different medical devices there is an increased risk that staff will make errors. The National Patient Safety Agency found that, on average, UK hospitals had 31 different types of infusion devices in use and there was no clinical reason for this diversity. It has issued a safety notice recommending that healthcare organisations minimise the number of different medical devices in use.

Serious adverse events tend to occur after a series of smaller things go wrong – this is referred to as an ‘error chain,’ illustrated by the Swiss cheese model of accident causation described by James Reason (see Figure 6.2).

Box 6.1 Definitions

- An ‘adverse event’ is an unintended injury caused by the healthcare system rather than the disease process itself.
- An adverse event may or may not be preventable – for example, a patient with anaphylaxis to penicillin may have had no known allergies, therefore the adverse event could not have been prevented. It is estimated that around half of adverse events are preventable.
- The number of clinical errors is far higher than the number of adverse events – this is because errors may not cause harm or they may be intercepted in time (e.g. an incorrect prescription).
- For every major adverse event, there are around 29 minor injuries and 300 ‘no harm accidents’ (known as the Heinrich ratio) – adverse events are the tip of the iceberg. This is important because we can learn far more about why things go wrong by analysing the greater number of minor incidents that occur, which is why incident reporting is mandatory and confidential in the aviation industry.

Figure 6.1 Everyday example of human factors engineering – a cash machine, or ATM. Cash machines around the world have the same design – from the arrangement of the numbers on the keypad to the fact that the machine beeps and flashes to remind you to take your card before it dispenses your cash. This is an example of human factors engineering, design that takes into account that ‘to err is human’. How many of us would walk off leaving our cards behind if cashpoint machines did not operate this way?

Successive layers of defences, barriers and safeguards

Figure 6.2 Swiss cheese model of accident causation. For example, blood transfusion has a series of defences, barriers and safeguards, from donation to screening to storage to administration. But in any human system, these defences can have holes in them – like Swiss cheese. If the conditions are wrong and these holes happen to align, a major adverse event can occur. The important thing to understand is that in order to prevent an adverse event from happening again, the latent conditions – or ‘root causes’ – must be addressed. Errors rarely happen because of the actions of one person. Reproduced with permission from Reason, J. Human Error. Cambridge University Press, 1990.
Simplified processes, standardised ways of doing things, equipment design, thorough induction and training, electronic prescribing – these are a few examples of ways in which healthcare can mitigate the ‘human factor’. However, individuals also need to understand how the human brain is wired and how they can act in a way that makes errors and adverse events less likely.

The limitations of human performance

Humans are not perfect. The human brain is wired to miss things that are obvious, see patterns that do not exist, and jump to conclusions. Take a look at Box 6.2, but only for a few moments, enough to read the sentence twice. How many ‘F’s are there?

When this experiment is given to a room full of people, there is a range of opinion. Some people see two ‘F’s, some see three, some see four, five or six. This is a group of highly intelligent people (usually doctors) who can all read English, who are all looking at the same thing – yet as a group they are seeing differently from one another. Figure 6.3 shows another simple example. Experiments like these are used to teach something called ‘situation awareness’. Individuals can have situation awareness and see what is going on, but a team’s situation awareness can be low if no one communicates, especially when something appears to be obvious (see Box 6.3).

Drew and colleagues from Harvard asked 23 consultant radiologists to look at CT scans of the thorax specifically to look for lung nodules. Unknown to the radiologists, the researchers asked them to look at CT scans of the thorax specifically to look for lung nodules. They found that 83% of the radiologists missed the lung nodules. Unknown to the radiologists, the researchers actually asked them to look at CT scans of the thorax specifically to look for lung nodules. They found that 83% of the radiologists missed the gorilla, which was 45 times larger than the average lung nodule, low if no one communicates, especially when something appears to be obvious (see Box 6.3).

Box 6.2 How many ‘F’s are there?

Take only a few moments to read the following sentence twice:

FINISHED FILES ARE THE RESULTS OF YEARS OF SCIENTIFIC STUDY COMBINED WITH THE EXPERIENCE OF YEARS

Figure 6.3 Optical illusions. Do you see the vase or the faces?

Box 6.3 Situation awareness

‘A light aircraft is heading towards an airport surrounded by mountains. The captain has inadvertently descended below the minimum safe altitude and the aircraft is on a collision course with the mountain. It is the co-pilot’s first day and he can see that the aircraft is headed towards the mountain. The captain is experienced and has flown this route many times before. He is bored and preoccupied with problems at home. The co-pilot reasons that such an experienced captain surely knows what he is doing. Is there any need to say anything?’


Box 6.4 The lazy system 1

Here is a simple puzzle. Do not try to solve it but listen to your intuition:

A bat and ball cost $1.10
The bat costs one dollar more than the ball.
How much does the ball cost?

A number came to your mind – 10c. Most people come up with this answer. As Kahneman says, it is intuitive, appealing, and wrong (the correct answer is 5c).
In one survey, 75% of pilots said that fatigue affected their performance, but only 30% of surgeons said the same. In fact, research shows that lack of sleep impacts on performance significantly. Registrars in obstetrics and gynaecology participated in research shows that lack of sleep impacts on performance significantly. Registrars in obstetrics and gynaecology participated in one experiment (D. Dawson and K. Reid. Fatigue, alcohol and performance impairment. *Nature* 1997: 388:235) in which one group worked a 24-hour shift and the other group (not at work) was given alcohol. Cognitive psychometric testing was performed at regular intervals. After 17 hours of sustained wakefulness (3 am) performance decreased to a level equivalent to a blood alcohol concentration of 0.05% – the driving limit in most Western countries. At the end of the shift (8 am) performance was equivalent to a blood alcohol concentration of 0.1% – the reason 24-hour shifts no longer exist in the UK.

Chapter 4 described dual process theory – type 1 and type 2 thinking. The pathways in the brain involved in type 2 processing (the deliberate, analytical type of thinking) are most affected by things like sleep deprivation, fatigue and cognitive overload. Figure 6.4 shows how lots of factors combine to increase the likelihood of cognitive biases, resulting in diagnostic and other errors.

How can an individual mitigate against the limitations of human performance? The following tips are taken from the ‘how to guide’ for implementing human factors in healthcare (see ‘Further reading/resources’):  
- Be self-aware. If you are stressed and having trouble concentrating, consider yourself at greater risk of making a mistake and act accordingly.
- In emergency situations quickly allocate a leader. Rehearse emergency drills as a team.
- Perform complex drug calculations away from distractions and get them checked by someone else.
- Don’t rely on your memory. The human brain can only have seven or eight things at its forefront at any one time. Use checklists and standard operating procedures to improve compliance with best practice.

**Communication within teams**

Communication within teams is extremely important when flawed human beings are working in flawed systems and busy clinical environments full of interruptions. Specific training courses exist in the UK for human factors or ‘non-technical skills’; and form part of postgraduate training programmes for theatre teams (see Box 6.5 for details).

For effective communication to occur, the message needs to be clear in the first place. Then the message has to get through competing demands to the recipient. Then it has to be heard, interpreted and translated into action. The majority of adverse events include failure in communication as a root cause.

Clear communication involves:
- Stating the obvious
- Announcing what you are doing
- Not using pronouns (e.g. he, she, it, they)
• Using ‘readback’ – repeating back information to ensure it is correct
• Clearly stating what you want from someone
• Clearly articulating safety concerns
• Listening to others

For example, as a junior doctor, the author was on a respiratory ward round. The consultant, registrar, author and ward sister were all looking at a chest X-ray. After several minutes, the doctors declared it was normal – until the ward sister pointed out the huge pneumothorax on the left side. She almost did not speak up, thinking the abnormality was so obvious. But in several cases of wrong site surgery in the UK, there was someone in theatre who knew it was the wrong side, but did not feel able to speak up. The World Health Organization’s safe surgery checklist, includes a ‘time out’ before each operation, during which team members must confirm the identity of the patient and the correct site (including side) of the procedure.

Announcing what you are doing is vital in emergency situations where an entire team is working simultaneously – it would be very easy to accidentally administer the same drug again, or not give it at all thinking that someone else has already done it. ‘Problematic pronouns’ are rife in clinical practice. In hospitals, staff members frequently refer to he/she/it/they instead of the patient’s name and location – without realising how easily this can lead to errors. The use of ‘readback’ for verbal orders (e.g. for medication) and messages (e.g. telephoned blood results) also significantly reduces error.

The SBAR (situation, background, assessment, recommendation) system of communication originated in the military and is illustrated in Box 6.6. In healthcare, it has been shown to increase the amount of relevant information being communicated and in a shorter time. Probably the most useful component of SBAR is the final part – recommendation – in which the messenger clearly states what they would like to happen next. Think about how many times someone has simply told you a story without actually stating what they would like you to do.

Finally, clearly articulating safety concerns and listening to others is vital, as in the scenario in Box 6.3. Other people may simply not see what you can see, no matter how experienced they are – to err is human. ‘Red flags’ are warnings – often occurring in the minutes leading up to an adverse event. Examples of red flags are shown in Box 6.7. A red flag is a cue for action. It means you have to stop to communicate with the rest of the team so the situation can be reassessed.

**Embedding human factors in healthcare**

How does healthcare adopt human factors – from an overall understanding of error to design of equipment, workspaces, rotas, systems and processes that make it easy for people to do the right thing; the limitations of human performance and communication within teams?

One way is to introduce human factors training – for everyone. Fire safety training, for example, is mandatory for staff in healthcare

<table>
<thead>
<tr>
<th>Box 6.6 The SBAR system of communicating</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>S</strong> Situation</td>
</tr>
<tr>
<td>I am [name/designation] calling from [location]</td>
</tr>
<tr>
<td>The reason I am calling is because I have a patient with a National Early Warning Score of 9 and he needs to be reviewed by a doctor a.s.a.p.</td>
</tr>
<tr>
<td><strong>B</strong> Background</td>
</tr>
<tr>
<td>Patient [name] was admitted on [date] with pneumonia</td>
</tr>
<tr>
<td>He is normally fit and well</td>
</tr>
<tr>
<td>His oxygen requirements have been increasing throughout the course of the day</td>
</tr>
<tr>
<td><strong>A</strong> Assessment</td>
</tr>
<tr>
<td>His vital signs are [read out vital signs]</td>
</tr>
<tr>
<td>I think the problem is…</td>
</tr>
<tr>
<td>OR I am not sure what the problem is but [name] is deteriorating</td>
</tr>
<tr>
<td>I have [actions performed so far]</td>
</tr>
<tr>
<td><strong>R</strong> Recommendation</td>
</tr>
<tr>
<td>I need you to come and see [name] within the next 30 minutes</td>
</tr>
</tbody>
</table>

The listener can readback a summary of the SBAR. The caller can readback any instructions to ensure that they have been heard correctly.

**Resources**


<table>
<thead>
<tr>
<th>Box 6.7 Red flags</th>
</tr>
</thead>
<tbody>
<tr>
<td>A red flag, or warning, often occurs in the minutes leading up to an adverse event. Examples of red flags include:</td>
</tr>
<tr>
<td>• Confusion</td>
</tr>
<tr>
<td>• Conflicting or missing information</td>
</tr>
<tr>
<td>• Departure from standard procedure</td>
</tr>
<tr>
<td>• Unease</td>
</tr>
<tr>
<td>• Denial or irritability</td>
</tr>
<tr>
<td>• Inaction</td>
</tr>
<tr>
<td>• Alarms</td>
</tr>
<tr>
<td>• Alarming thoughts</td>
</tr>
</tbody>
</table>
organisations in the UK, yet adverse events in healthcare, in which human factors play a large part, harm far more people than fire. Figure 6.5 illustrates a human factors training ‘hierarchy’ that could be implemented in a typical healthcare organisation.

**Summary**

Expertise, competence and hard work do not on their own safeguard against errors that result in harm. Healthcare staff who are trained to understand ‘to err is human’ can ensure their workplace and processes are designed with human factors in mind, and ensure they act in ways that are safe – including understanding the effect of fatigue and stress on performance and communicating with other team members in a way that enhances patient safety.

**Further reading/resources**


Introduction
Imagine that you are walking out of a morbidity and mortality meeting in your hospital in which two cases of diagnostic failure have just been discussed. Your colleagues are chatting about the cases. The first involved a 17-year-old whose diagnosis of meningitis was delayed, and the second was a 66-year-old whose acute myocardial infarction was missed. A detailed discussion led to the conclusion that cognitive errors were involved in both cases. In the first, the main error was identified as confirmation bias in that the physician appeared to avoid doing a lumbar puncture, confirming to himself instead that the patient's symptoms of fever, headache, and neck 'spasms' were consistent with a flu-like illness. In the second, the errors were identified as framing and search satisficing in a woman who had developed shoulder pain while mowing her lawn, and was diagnosed with a shoulder sprain. One of your colleagues appears knowledgeable about cognitive errors and suggests they might have been avoided and diagnostic failure averted if the physicians involved had been more familiar with cognitive biases and how to deal with them. You wonder out loud why you did not hear more about cognitive biases and debiasing while you were in medical school.

It is now widely accepted that there are two principal modes of decision-making, referred to as dual process theory: fast, intuitive type 1 thinking, and slow, analytical type 2 thinking (discussed in more detail in Chapter 4). If type 1 thinking is faster, why do we not use it all the time, instead of deferring to the slower type 2, especially in situations that have time and cost restraints? The answer is that while type 1 thinking works well most of the time, it does not work well all of the time. Taking shortcuts and using abbreviated ways of thinking (heuristics) often involves biases, and placing our faith in type 1 thinking may lead to costly errors.

Nevertheless, we spend most of our time in type 1 mode and people generally prefer being there. It is the constant default state of the conscious mind and requires considerably less effort than type 2 thinking. If, as it strongly appears, bias will inevitably enter our decision-making, perhaps the most appropriate approach to improving decision-making is to adopt strategies to overcome the negative aspects of biases. This strategy requires metacognition, the ability to pull back from the immediate situation and think about the thinking underlying our decision-making – the focus of this chapter.

‘Brutish automatism’
We spend our conscious time in either a passive or an active state. Passive consciousness is adequate for most of what we do. You can observe it for yourself in everyday life, for example driving a car. Most of the time we spend driving is passive. We execute the complex psychological, motor, and haptic (sense of touch) tasks necessary to keep the car moving in a safe and effective manner, and do enough to get by. This is a default state rather than a deliberate choice.

However, you can deliberately change your driving to an active state. Look down and check the instruments: is there anything abnormal? Am I in the correct gear? Is my speed appropriate for the limit and the conditions? Am I too close to the car in front? Would I have enough time to react if a tyre suddenly blew or a child ran into the road? This active state requires vigilance that typically challenges the status quo by asking questions and making predictions about the future.
Being able to monitor one’s thinking and distinguishing between the two states is important. In a broader context of awareness, Durrell saw it as our biggest challenge: ‘The greatest delicacy of judgement, the greatest refinement of intention was to replace the brutish automatism with which most of us exist, stuck like prehistoric animals in the sludge of our non-awareness’.


Replacing Durrell’s ‘brutish automatism’ and unsticking ourselves from the ‘sludge of non-awareness’ requires the active process of metacognition – a key concept in clinical reasoning. It is thinking about what we are currently thinking in the immediate environment, and also of the role that we are playing in the immediate process. Above all, metacognition is the pathway towards developing improvement strategies in our decision-making, and dual process theory gives us the scaffold for the job. When type 2 thinking is used to actively monitor the decisions being made in type 1 mode we are said to be engaging metacognition. This active surveillance of type 1 thinking is the first step in developing good reasoning skills. It is also referred to as ‘executive override’, as Figure 7.1 illustrates.

**Cognitive debiasing**

**Established strategies**

Although the experimental evidence for cognitive biases has emerged only in the last 40 years, clinicians have long been aware of the intrusion of bias into clinical reasoning. Historically, a number of strategies were developed to deal with biases, faulty reasoning and memory deficits (see Table 7.1). They were regarded as self-evident and have not been subjected to formal experimental validation.

Taking a history and performing a physical examination were established in modern medicine to gather data in a systematic way so that important information was not missed. Systematic history taking and physical examination were both strategies developed to support the *unpacking principle* – the more information gleaned, the greater likelihood of not missing something important. Despite the proven usefulness of gathering such data, there are still those prepared to make *Augenblick* (blink of an eye) or ‘spot’ diagnoses, often in the context of a ‘corridor consultation’. ‘Spot diagnoses’, said the eminent surgeon Sir Zachary Cope, ‘were magnificent and impressive, but unsafe.’

**Figure 7.1** A schematic application of dual process model to diagnostic decision-making. The multi-channelled type 1 processes depict fast, intuitive decision-making, and the single-channelled type 2 process analytical decision-making. The executive override pathway shows type 2 surveillance and potential override of type 1 decision-making and provides the means for accomplishing metacognition and cognitive debiasing. The lower shaded box contains the mindware for debiasing.
The development of the concept of a differential diagnosis in the late nineteenth century by the German psychiatrist Emil Kraepelin was intended to bring order to the classification of psychiatric illnesses, but ultimately enjoyed broader application in medicine by judging the relative likelihood of a particular disease in patients suffering symptoms that might be common to several diseases. Establishing a differential diagnosis implicitly works against anchoring onto a particular diagnosis too early in the diagnostic process, thereby avoiding search satisficing and perhaps premature diagnostic closure. It has a built-in forcing function that requires asking the important question: ‘What else could this be?’ Electronic applications that provide extensive differential diagnostic checklists are now available.

Although evidence-based medicine is now accepted as a standard of practice, it took a surprisingly long time to emerge. Prior to its acceptance, many clinical practices were pursued and sustained in the absence of any proof of their efficacy. This allowed myths, idiosyncratic beliefs, and often harmful practices to flourish without being challenged. Further, evidence-based medicine brought with it the imperative to critically appraise the evidence to detect biases in the methods used to obtain such evidence.

The use of checklists is long-standing in medicine. The simple ABC (airway-breathing-circulation) in resuscitation provides a forcing function that ensures critical issues are addressed, often under conditions of increased stress. But checklists are also highly effective in ensuring that evidence-based aspects of care (bundles) are followed in routine procedures, for example prevention of catheter-related bloodstream infections in the intensive care unit.

Given certain symptoms, signs and other data, clinical prediction rules aim to attach a numeric probability of the likelihood of a disease or an outcome. Clinical prediction rules force a scientific, statistical assessment of the patient’s symptoms, signs and other data to develop numerical probabilities of the presence/absence of a disease or an outcome.

Evidence-based medicine establishes imperative for objective scientific data to support analytic decision-making.

Checklists ensure that important issues have been considered and completed, especially under conditions of complexity, stress and fatigue, but also when routine processes are being followed.

Mnemonics protect against memory failures and ensure a full range of possibilities is considered in the differential diagnosis. Forces thinking outside the obvious possibilities.

Pitfalls alert inexperienced clinicians to predictable failures commonly encountered in a particular discipline.

ROWS ensures that the most serious condition in a particular clinical setting is not missed.

Caveats often discipline-specific warnings to ensure important rules are followed to avoid missing significant conditions.

Red flags specific signs and symptoms to look out for, often in the context of commonly presenting conditions, to avoid missing serious conditions.

### Table 7.1 Established strategies in medicine to mitigate cognitive and affective biases.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Purpose</th>
<th>Examples of biases</th>
</tr>
</thead>
<tbody>
<tr>
<td>History and physical exam</td>
<td>Systematic gathering of data</td>
<td>‘Augenblick’ or spot diagnoses</td>
</tr>
<tr>
<td>Differential diagnosis</td>
<td>Forces consideration of diagnostic possibilities other than the obvious</td>
<td>Unpacking principle, Anchoring and adjustment, Search satisficing, Premature</td>
</tr>
<tr>
<td></td>
<td>or the most likely</td>
<td>diagnostic closure, Availability bias, Representativeness, Confirmation bias</td>
</tr>
<tr>
<td>Clinical prediction rules</td>
<td>Force a scientific, statistical assessment of the patient’s symptoms,</td>
<td>Base rate fallacy, Errors of reasoning</td>
</tr>
<tr>
<td></td>
<td>signs and other data to develop numerical probabilities of the presence/</td>
<td></td>
</tr>
<tr>
<td></td>
<td>absence of a disease or an outcome</td>
<td></td>
</tr>
<tr>
<td>Evidence-based medicine</td>
<td>Establishes imperative for objective scientific data to support analytic</td>
<td>Biases that arise out of unexamined type 1 decision-making</td>
</tr>
<tr>
<td></td>
<td>decision-making</td>
<td></td>
</tr>
<tr>
<td>Checklists</td>
<td>Ensure that important issues have been considered and completed,</td>
<td>Anchoring and adjustment</td>
</tr>
<tr>
<td></td>
<td>especially under conditions of complexity, stress and fatigue, but also</td>
<td>Availability bias, Memory failures</td>
</tr>
<tr>
<td></td>
<td>when routine processes are being followed</td>
<td></td>
</tr>
<tr>
<td>Mnemonics</td>
<td>Protect against memory failures and ensure a full range of possibilities</td>
<td>Availability bias, Anchoring and adjustment</td>
</tr>
<tr>
<td></td>
<td>is considered in the differential diagnosis. Forces thinking outside the</td>
<td></td>
</tr>
<tr>
<td></td>
<td>obvious possibilities</td>
<td></td>
</tr>
<tr>
<td>Pitfalls</td>
<td>Alert inexperienced clinicians to predictable failures commonly</td>
<td>Biases that predictably arise in specific clinical situations</td>
</tr>
<tr>
<td></td>
<td>encountered in a particular discipline</td>
<td></td>
</tr>
<tr>
<td>ROWS</td>
<td>Ensures that the most serious condition in a particular clinical setting</td>
<td>Anchoring and adjustment, Premature diagnostic closure, Search satisficing</td>
</tr>
<tr>
<td></td>
<td>is not missed</td>
<td></td>
</tr>
<tr>
<td>Caveats</td>
<td>Often discipline-specific warnings to ensure important rules are followed</td>
<td>Predictable biases known to specific disciplines</td>
</tr>
<tr>
<td></td>
<td>to avoid missing significant conditions</td>
<td></td>
</tr>
<tr>
<td>Red flags</td>
<td>Specific signs and symptoms to look out for, often in the context of</td>
<td>Framing</td>
</tr>
<tr>
<td></td>
<td>commonly presenting conditions, to avoid missing serious conditions</td>
<td>Search satisficing, Premature closure</td>
</tr>
</tbody>
</table>

### Box 7.1 APGAR Score

In 1952 Virginia Apgar, an anaesthetist at Columbia University, New York, proposed the first standardised scoring method for evaluating newborn children. A decade later, her surname was used in the mnemonic the APGAR Score, which predicts survival and neurological development.

- A – appearance
- P – pulse
- G – grimace
- A – activity
- R – respiration

The APGAR Score is used to assess the condition of newborn infants immediately after birth. It is based on five components: appearance, pulse, grimace, activity, and respiration. Each component is scored on a scale of 0 to 2, with 2 being the highest score. A total score of 10 is considered normal, while lower scores may indicate the need for medical intervention.
surprising – many biases in decision-making exist either because since reached, was that debiasing is not easy. This should not be His conclusion, and one that a number of other researchers have Fischoff, efforts were made to develop debiasing strategies.

human judgement and decision-making, and numerous books sciences have demonstrated the extensive impact of bias on Over the last 40 years a number of studies in the behavioural Newely evolving strategies

Most disciplines in medicine identify specific pitfalls to warn inexperienced trainees about clinical situations in which predictable errors commonly occur: for example, ‘Always examine the joint above and below the apparent injury in children’. These have emerged over the years and are often spread by word of mouth. Similarly, general and specific caveats have been established in many disciplines; for example, ‘Beware the patient who returns to the emergency department’, and ‘The most commonly missed fracture is the second one’.

The heuristic that rules out the worst case scenario (ROWS) is a forcing function that commits the clinician always to consider the worst possible illness that might explain a particular presentation and take steps to ensure it has been effectively excluded; for example, always consider pulmonary embolus with any patient with chest symptoms or tachycardia, and always consider a scaphoid fracture with a wrist sprain.

Finally, red flags are another form of forcing function that alert clinicians to the possibility of a serious illness that may appear in the context of a common presentation. For example, lower back pain is nearly always what it appears to be: a musculoskeletal problem. But occasionally it is the harbinger of something very serious such as a spinal abscess (red flags: fever plus track marks or a history of intravenous drug use), or cauda equina syndrome (red flags: proximal leg weakness, urinary retention, decreased sphincter tone).

Newly evolving strategies

Over the last 40 years a number of studies in the behavioural sciences have demonstrated the extensive impact of bias on human judgement and decision-making, and numerous books have appeared on the topic. Fairly early on, notably in the work by Fischoff, efforts were made to develop debiasing strategies. His conclusion, and one that a number of other researchers have since reached, was that debiasing is not easy. This should not be surprising – many biases in decision-making exist either because they have been selected in an evolutionary sense or have been established through multiple repetitions. They are the status quo of normal brain functioning and are not going to be displaced very easily. Biases by their nature are robust and difficult to change – they would not be biases if they weren’t. Nevertheless, there is a prolific interest in developing debiasing strategies, not just in medicine but in all realms of human behaviour. Graber et al. conducted a narrative review that found 42 tested interventions to mitigate diagnostic error, and Croskerry et al. reviewed the theory and practice of debiasing, describing a number of educational and workplace strategies as well as specific forcing functions to accomplish it (see ‘Further reading/resources’).

Forcing functions are a particularly effective means of changing behaviour. They are anything that forces a particular direction in a response, and can be graded along a spectrum in terms of how rigidly they do so. Nudging strategies simply make it easier for a person to make a desirable response; for example, instead of having one box at the bottom of an emergency chart for the diagnosis, a second box could be provided to allow an NYD (not yet diagnosed) option. This might lessen the tendency to prematurely close on a particular diagnosis if there is still significant uncertainty. More explicit forcing functions can effectively eliminate the possibility of overlooking a significant condition, for example requiring that vital signs are measured in every patient in the emergency department.

Situational vulnerability to bias

Another approach is to identify specific clinical situations or conditions that might be vulnerable to particular biases (see Table 7.2). Predictable biases are more likely in certain situations, and it is a useful exercise to consider specific biases that may be at play. It is also important to remember that certain conditions (fatigue, sleep deprivation, cognitive overload) increase the proportion of time spent in type 1 mode, as outlined in Chapter 6, and therefore increase the likelihood of bias in decision-making.

Overall challenges of debiasing

The basic elements of cognitive debiasing are schematised in Figure 7.2. Initially the decision-maker needs to be fully aware of the impact of bias on decision-making. Not everyone is. Some decision-makers may themselves suffer from the metabias blind-spot bias, which itself reflects an overall deficiency in reasoning and judgement about cognitive and affective biases. Those with blind-spot bias may deny the importance or impact of biases altogether. Secondly, the decision-maker should be aware of the nature of biases and how they may affect many aspects of brain function, as well as their extent. Despite having this awareness, some may feel that biases are inevitable and difficult to change, and so are not willing to make the effort. This itself is referred to as the status quo bias, which some see as a lack of motivation to make the cognitive effort to change. The next step of the process is learning about the specific mindware necessary to effect debiasing.

The important concept of mindware was originally developed in 1995 by the Harvard cognitive scientist Perkins to describe the rules, knowledge, procedures and strategies that a decision-maker

---

Box 7.2 The mnemonic ‘MUDPILES’ for causes of a high anion gap metabolic acidosis

M – methanol toxicity
U – ureaemia
D – diabetic or alcoholic ketoacidosis
P – propylene glycol/phenformin toxicity
I – iron or isoniazid toxicity, inborn errors of metabolism
L – lactic acidosis
E – ethylene glycol toxicity
S – salicylate toxicity
can retrieve from memory to facilitate sound reasoning and decision-making. Robust mindware provides the decision-maker with the necessary tools to recognise and deal with bias (e.g. knowledge about biases, rationality, scientific thinking, logic) and can extend to specific strategies to deal with particular biases. For example, the mindware to deal with confirmation bias is the knowledge that it can be effectively overcome by looking for and applying disconfirming evidence. The final step of the debiasing process is to implement the appropriate mindware to execute debiasing when the situation calls for it (Figure 7.3). It is also very important that the good habits of debiasing be maintained throughout one’s clinical career as older clinicians spend increasing amounts of time using type 1 thinking.

Overall, cognitive debiasing strategies are difficult to implement (see Box 7.3). It is unlikely that one debiasing strategy will work for all, equally unlikely that one shot will be effective, and very likely that maintenance of debiasing will be a necessary part of clinical practice.

### Table 7.2 Examples of biases that are common in certain situations.

<table>
<thead>
<tr>
<th>Clinical situation</th>
<th>Examples of potential biases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Have I reached this diagnosis very quickly?</td>
<td>Overconfidence</td>
</tr>
<tr>
<td></td>
<td>Anchoring</td>
</tr>
<tr>
<td></td>
<td>Search satisficing</td>
</tr>
<tr>
<td></td>
<td>Premature diagnostic closure</td>
</tr>
<tr>
<td></td>
<td>Unpacking principle</td>
</tr>
<tr>
<td></td>
<td>Ascertaintment bias</td>
</tr>
<tr>
<td></td>
<td>Framing</td>
</tr>
<tr>
<td></td>
<td>Diagnostic momentum</td>
</tr>
<tr>
<td></td>
<td>Premature diagnostic closure</td>
</tr>
<tr>
<td></td>
<td>Anchoring</td>
</tr>
<tr>
<td></td>
<td>Ascertaintment bias</td>
</tr>
<tr>
<td></td>
<td>Framing</td>
</tr>
<tr>
<td></td>
<td>Search satisficing</td>
</tr>
<tr>
<td></td>
<td>Confirmation bias</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td></td>
<td>Representativeness</td>
</tr>
<tr>
<td></td>
<td>Search satisficing</td>
</tr>
<tr>
<td></td>
<td>Premature diagnostic closure</td>
</tr>
<tr>
<td></td>
<td>Anchoring</td>
</tr>
<tr>
<td></td>
<td>Search satisficing</td>
</tr>
<tr>
<td></td>
<td>Premature diagnostic closure</td>
</tr>
<tr>
<td></td>
<td>Visceral bias</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td></td>
<td>Fundamental attribution error</td>
</tr>
<tr>
<td></td>
<td>Representativeness</td>
</tr>
<tr>
<td></td>
<td>Visceral bias</td>
</tr>
<tr>
<td></td>
<td>Anchoring</td>
</tr>
<tr>
<td></td>
<td>Fundamental attribution error</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td></td>
<td>All biases</td>
</tr>
<tr>
<td></td>
<td>Overconfidence</td>
</tr>
<tr>
<td></td>
<td>Anchoring</td>
</tr>
<tr>
<td></td>
<td>Search satisficing</td>
</tr>
<tr>
<td></td>
<td>Confirmation bias</td>
</tr>
<tr>
<td></td>
<td>All biases</td>
</tr>
<tr>
<td>Has a diagnosis been suggested to me by the patient, paramedic, nurse or physician?</td>
<td>Visceral bias</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td></td>
<td>Fundamental attribution error</td>
</tr>
<tr>
<td></td>
<td>Representativeness</td>
</tr>
<tr>
<td></td>
<td>Visceral bias</td>
</tr>
<tr>
<td></td>
<td>Anchoring</td>
</tr>
<tr>
<td></td>
<td>Fundamental attribution error</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td></td>
<td>All biases</td>
</tr>
<tr>
<td>Did I just accept the first diagnosis that came to mind?</td>
<td>Visceral bias</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td></td>
<td>Fundamental attribution error</td>
</tr>
<tr>
<td></td>
<td>Representativeness</td>
</tr>
<tr>
<td></td>
<td>Visceral bias</td>
</tr>
<tr>
<td></td>
<td>Anchoring</td>
</tr>
<tr>
<td></td>
<td>Fundamental attribution error</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td></td>
<td>All biases</td>
</tr>
<tr>
<td>Did I consider organ systems other than the obvious one?</td>
<td>Visceral bias</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td></td>
<td>Fundamental attribution error</td>
</tr>
<tr>
<td></td>
<td>Representativeness</td>
</tr>
<tr>
<td></td>
<td>Visceral bias</td>
</tr>
<tr>
<td></td>
<td>Anchoring</td>
</tr>
<tr>
<td></td>
<td>Fundamental attribution error</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td></td>
<td>All biases</td>
</tr>
<tr>
<td>Do I dislike this patient, or do they remind me of another patient I don’t like?</td>
<td>Visceral bias</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td></td>
<td>Fundamental attribution error</td>
</tr>
<tr>
<td></td>
<td>Representativeness</td>
</tr>
<tr>
<td></td>
<td>Visceral bias</td>
</tr>
<tr>
<td></td>
<td>Anchoring</td>
</tr>
<tr>
<td></td>
<td>Fundamental attribution error</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td></td>
<td>All biases</td>
</tr>
<tr>
<td>Am I stereotyping this patient, or do they belong to a group of patients that I may feel negatively about? Have I been fair to the patient?</td>
<td>Visceral bias</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td></td>
<td>Fundamental attribution error</td>
</tr>
<tr>
<td></td>
<td>Representativeness</td>
</tr>
<tr>
<td></td>
<td>Visceral bias</td>
</tr>
<tr>
<td></td>
<td>Anchoring</td>
</tr>
<tr>
<td></td>
<td>Fundamental attribution error</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td></td>
<td>All biases</td>
</tr>
<tr>
<td>Was I interrupted or significantly distracted while assessing this patient?</td>
<td>All biases</td>
</tr>
<tr>
<td></td>
<td>All biases</td>
</tr>
<tr>
<td>Am I suffering from sleep deprivation right now?</td>
<td>Visceral bias</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td></td>
<td>Fundamental attribution error</td>
</tr>
<tr>
<td></td>
<td>Representativeness</td>
</tr>
<tr>
<td></td>
<td>Visceral bias</td>
</tr>
<tr>
<td></td>
<td>Anchoring</td>
</tr>
<tr>
<td></td>
<td>Fundamental attribution error</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td></td>
<td>All biases</td>
</tr>
<tr>
<td>Am I in a hurry, cognitively overloaded, fatigued, or over-extended right now?</td>
<td>Visceral bias</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td></td>
<td>Fundamental attribution error</td>
</tr>
<tr>
<td></td>
<td>Representativeness</td>
</tr>
<tr>
<td></td>
<td>Visceral bias</td>
</tr>
<tr>
<td></td>
<td>Anchoring</td>
</tr>
<tr>
<td></td>
<td>Fundamental attribution error</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td></td>
<td>All biases</td>
</tr>
<tr>
<td>Have I effectively ruled out a must-not-miss diagnosis?</td>
<td>Visceral bias</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td></td>
<td>Fundamental attribution error</td>
</tr>
<tr>
<td></td>
<td>Representativeness</td>
</tr>
<tr>
<td></td>
<td>Visceral bias</td>
</tr>
<tr>
<td></td>
<td>Anchoring</td>
</tr>
<tr>
<td></td>
<td>Fundamental attribution error</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td></td>
<td>All biases</td>
</tr>
</tbody>
</table>

Box 7.3 **Characteristics of the debiasing process**

- Needs comprehensive knowledge of nature and extent of biases
- Requires development of good mindware
- Generally difficult
- One debiasing strategy will not work for all biases
- One shot unlikely to be effective
- Requires lifelong maintenance

---

Figure 7.2 Metacognitive schema for cognitive and affective debiasing.
Summary

Sound decision-making is one of the most important characteristics of the well-calibrated clinician. While a number of aspects of the clinical decision-making process are important, principal among them is the ability to detect and recognise cognitive and affective biases. This involves metacognition – the process of thinking about thinking.

Historically, medicine has evolved a number of different strategies to mitigate and avoid bias. However, since the unmasking of the nature and extent of cognitive and affective biases over the last four decades, these debiasing strategies can now be further strengthened by developing explicit mindware deliberately aimed at reducing the overall effects of bias on clinical decision making.

Further reading/resources

CHAPTER 8

Using Guidelines, Scores and Decision Aids

Maggie Bartlett and Simon Gay
Keel School of Medicine, Staffordshire, UK

OVERVIEW

• Clinical reasoning does not stop with a diagnosis
• Clinical reasoning is needed for subsequent decisions about investigation, management and treatment
• Using guidelines and other decision aids can help clinicians and patients to make decisions
• There are some pitfalls involved in using decision aids
• Patients’ values and concerns must be incorporated into the decision-making process

Introduction

In this chapter, we will look at the reasoning involved in the use of guidelines, scores and clinical decision aids for both clinicians and patients. We will also consider how their use can inform decision-making, leading to more reliable diagnoses, more rational investigation and more appropriate management decisions.

Many clinical guidelines, scores and decision aids function as heuristics, with the advantage of being externally constructed, usually incorporating the best evidence available and the consensus of a medical community about their validity and reliability. The intention of all of them is to increase the likelihood of patients receiving evidence-based care, with presumed benefits to patients in terms of outcomes and to healthcare systems in terms of efficiency. The benefits for healthcare professionals are increased confidence that good care is being provided, and in time saved as a result of the critical appraisal and synthesis of research evidence being done by external bodies.

Clinical guidelines

The development of a clinical guideline begins with a systematic review of the literature on the topic being considered. The process is at risk of bias and conflicts of interest, and a well-conducted systematic review will include a description of how this risk has been addressed. It must also include assessments of the strength of the evidence from each piece of research. Subsequent steps involve consultation with a wide variety of stakeholders, including patient representatives, before the guideline is made available to clinicians. There are many guidelines available, and it can be difficult for clinicians to judge which are the best ones to use.

One of the most important aspects of a clinical guideline is that its use should be demonstrated to improve outcomes for patients in real situations by means of a prospective validation study. The other features of a good clinical guideline are shown in Box 8.1.

Key decisions that clinicians must make when using clinical guidelines are about how well the guideline ‘fits’ the individual patient, and how population-level data translate to individuals.

Scores and decision aids

The development of scores and decision aids involves a lengthy process starting with the identification of predictors from clinical observation, validation of the ‘rules’ involving cohort studies or controlled trials, analysis of the usefulness of the rule in terms of its acceptability, feasibility and cost-benefit, and then encouraging its adoption into standard clinical practice (see ‘Further reading/resources’). As is also true for clinical guidelines, this last phase can be difficult as there is often resistance from clinicians to use them, doubts about their validity and reliability, and belief in the powers of ‘clinical judgement’ in assessing variable presentations of illness.

There are many examples of clinical decision aids, and most clinicians will be familiar with their use. A key consideration of the role they play in decision-making is knowing in what circumstances to apply them. This, in turn, depends on an accurate clinical assessment through the use of good consultation skills. When used judiciously, clinical decision aids can enhance a clinical decision by adding to its reliability and its acceptability to patients.
Box 8.1 **Features of a good clinical guideline**

- It is based on a well-conducted and transparent systematic review that includes statements about potential conflicts of interest and about the strength of the evidence.
- A range of relevant professionals have been involved in its development and have reached a consensus about the content and recommendations.
- Patient representatives have been involved in its development and their views on its acceptability have been incorporated.
- A positive impact on outcomes for patients is likely as a result of its use.
- The guideline is applicable to an appropriate range of clinical situations and individual patients.
- The guideline is clearly written and states precisely what its recommendations are and in what circumstances they apply.
- There is enough flexibility in the guidance that patients’ views and values can be taken into account.
- The guideline is updated as new evidence emerges.
- It represents a cost-effective use of resources.

There are a number of situations in which clinical decision aids may be of use:

- To inform decisions about investigations and therapeutic interventions.
- To screen for specific conditions that need a complex or costly assessment.
- When the clinical decision is a particularly complex one.
- All make use of clinical assessment findings, and some include numerical scoring systems linked to these findings.

One example of a commonly used score/decision aid in clinical practice is the Wells’ score for the investigation of deep vein thrombosis (DVT), in which combining history and physical examination into a numerical score is used to estimate pre-test probability, which in turn informs the decision about whether to take blood for a D-dimer test. The combination of a low Wells’ score and a negative D-dimer eliminates the need for further investigations (e.g., Doppler ultrasound) in suspected DVT.

The Ottawa Ankle Rule is a decision aid that only uses clinical examination findings (Figure 8.1). When applied to the assessment of ankle injuries, it can reduce the number of unnecessary X-rays for a very common injury, by selecting a specific population (those with a defined group of physical signs on examination) in which the prevalence of fracture is higher. This increases the positive predictive value of the test, and by the correct application of the rules, exposure to radiation and expenditure on X-rays can be reduced.

Other clinical decision aids use the presence or absence of defined symptoms as the basis for predicting the likelihood of a specific diagnosis. The Rome II criteria for irritable bowel syndrome is an example of a clinical decision aid that uses verbal descriptors and concentrates predominantly on the patient’s symptoms (see Box 8.2).

The Wells’ score, Ottawa Ankle Rule and the Rome II criteria all play an important part in the rational use of investigations in defined circumstances.

Box 8.2 **The Rome II criteria for diagnosing irritable bowel syndrome**

The diagnosis of a functional bowel disorder always presumes the absence of a structural or biochemical explanation for the symptoms.

At least 12 weeks, which need not be consecutive, in the preceding 12 months of abdominal discomfort or pain that has two out of three features:

- Relieved with defecation
- Onset associated with a change in frequency of stool
- Onset associated with a change in form (appearance) of stool

Symptoms that cumulatively support the diagnosis of irritable bowel syndrome:

- Abnormal stool frequency (for research purposes ‘abnormal’ may be defined as greater than three bowel movements per day or fewer than three bowel movements per week)
- Abnormal stool form (lumpy/hard or loose/watery stool)
- Abnormal stool passage (straining, urgency, or feeling of incomplete evacuation)
- Passage of mucus
- Bloating or feeling of abdominal distension

Reproduced with permission of the Rome Foundation.

The pitfalls of using guidelines, scores and decision aids

Despite their advantages, there are also pitfalls in using guidelines and clinical decision aids (Box 8.3). The difficulty with guidelines is that they are based on evidence from studies of large groups of people. A key clinical decision is how applicable they are to an
Box 8.3  The pitfalls of using clinical guidelines and decision aids

Possible pitfalls of using clinical guidelines and decision aids are:

- Screening tools are erroneously used for diagnosis.
- Assumptions that all diseases present and progress in a uniform manner.
- Application of population-level findings to individuals.
- Failure to take patient factors and preferences into account.

Box 8.4  Sackett et al.’s definition of evidence-based medicine

‘Evidence-based medicine is the integration of best (current) research evidence with clinical expertise and patient values.’


Figure 8.2  Evidence-based practice.

Figure 8.3  Values-based practice and the ‘two feet’ principle.

individual patient, in terms of the specific and often unique set of circumstances for that patient from a disease perspective, and also in terms of what their personal ideas and preferences are. Sackett, the ‘father of evidence-based medicine’, sums this up in Box 8.4, and Figure 8.2 is a graphic representation of his definition.

Another way of looking at this is the concept of values-based practice. One aspect of this is that any clinical decision rests on two ‘feet’ – scientific evidence and the values of patients and their carers, even when the decision does not, at first glance, seem to be heavily value laden to the consulting clinician (Figure 8.3).

In applying a guideline without taking these individual factors into account, outcomes may not be optimal. Patients may be subjected to procedures and treatments that are inappropriate for them in their circumstances or unacceptable to them for a variety of reasons, even though they happen to meet ‘the criteria’. Either circumstance may result in harm.

Box 8.5  An example of the inappropriate use of guidelines

Mrs H was a 92-year-old woman who had a total hip replacement after a fall 2 months previously, with an episode of acute renal failure post-operatively from which she made a good recovery. Blood tests on discharge showed that her renal function was back to previous levels (eGFR 52 mL/min/1.73 m²) and her haemoglobin level was 120 g/L. She never required a blood transfusion during her hospital stay. She presented to her general practitioner (GP) complaining of weakness.

The GP repeated her blood tests:

- Haemoglobin (Hb) 110 g/L (115–165 g/L)
- Mean corpuscular volume (MCV) 79 fL (80–96 fL)
- Mean corpuscular haemoglobin (MCH) 25 pg (28–32 pg)
- Serum iron 45 mcg/dL (50–170 mcg/dL)
- eGFR 50 mL/min/1.73 m²

The GP interpreted these results as indicating iron deficiency anaemia, then considered this in the light of guidelines for the investigation of iron deficiency anaemia in an elderly woman and decided to refer her for gastroenterological assessment.

Mrs H agreed after much persuasion by her family to follow the GP’s advice. She underwent a gastroscopy and colonoscopy, finding the tests unpleasant and painful. No abnormalities were found.

In the follow-up appointment, Mrs H described a low mood and a feeling of being a burden to her family and to the National Health Service. She admitted that she wanted to die. She was noted to be unkempt with uncombed hair. The GP undertook an assessment on her mental state using a standard instrument. The score suggested depression, and an appropriate antidepressant medication was started. The side effects of this medication caused her to have an episode of haematemesis requiring another hospital stay.

One month later, there was no improvement. Mrs H complained about pain in her jaw when she chewed, and this had been preventing her from eating for some months. Her arms felt too weak to lift them and combing her hair was making her scalp hurt. The GP took blood to measure her erythrocyte sedimentation rate, which was raised, and as a result diagnosed polymyalgia rheumatica with temporal arteritis. Treatment with an appropriate dose of prednisolone (with a proton pump inhibitor) resulted in a dramatic recovery of both her physical and mental symptoms.

Box 8.5 describes a series of events in which guidelines were applied and a clinical scoring system used without a proper consideration of all the relevant factors relating to the patient. If a full history had been taken at the time of her first presentation, the cardinal symptoms of polymyalgia rheumatica and temporal arteritis would have emerged, and her blood tests could have been interpreted in the light of that diagnostic hypothesis, leading to an appropriate management decision. The doctor in this case used pattern recognition without pausing to analyse his assumptions and thinking, a pitfall described in previous chapters. Heuristics (pattern recognition), which might have been appropriate in a different situation, were applied erroneously, leading to a delayed diagnosis and harm to the patient. She endured unnecessary gastroenterological investigations, side effects from inappropriate medication, and a delayed diagnosis.

Sometimes, clinical decision aids are used to make a diagnosis when they were designed as screening tools. This is inappropriate
and can lead to misleading results. The correct approach would dictate that a positive result should lead to a deeper clinical assessment before a diagnosis is made. An example of this is the CAGE Questionnaire (see ‘Further reading/resources’), which was intended to be a screening tool for alcohol dependence, and makes use of four questions to be asked during medical history taking. A score of 2 or more is associated with problem drinking and is a cue to explore drinking habits further – it does not diagnose alcoholism. It is important that such tools are used for the purpose for which they were designed and in the context of a fuller clinical assessment.

Some decision aids take the form of algorithms and are often electronically based. While they can help with some aspects of making decisions, they rely on classical presentations and progression of disease and cannot take into account individual variation and anomalies, and thus involve the potential for errors.

Applying clinical guidelines in practice – helping patients to share decision-making

As we have seen, clinical communication is a vital part of using guidelines in clinical practice. This communication needs to be directed at reaching a shared understanding with patients about their illness in order to share decision-making with them. Clinicians need to be able to translate scientific, population-based data into a practical management plan for the patient in front of them. This involves many complex decisions, relating (i) to the critical appraisal of the information itself and its practical application, (ii) to the assessment of the needs of the patient and (iii) how to maximise the chances of the patient accepting and adhering to the proposed management plan. The decisions involved in this latter aspect are about how to communicate risks and benefits of treatments to patients. There is evidence that many people do not understand percentages, proportions or ratios, and that a more effective strategy is to use ‘absolute risk’. For example, when thinking about women deciding whether or not to take hormone replacement therapy because of the risk of breast cancer, consider the three statements in Box 8.6. They all sound quite different, and it may be difficult to know what each actually means.

Now consider the statements in Box 8.7. This is the same risk expressed as the absolute risk and is much easier to understand. Patients are likely to feel more confident about making a decision having been given the information in this form.

Another way of using absolute risk is by talking about absolute risk reduction, and a variation of this is the concept of ‘prolongation of life’. This can be used when helping patients to decide about preventative measures such as stopping smoking. Consider the case in Box 8.8, for example.

As a result of the patient having information as a simple statement of prolongation of life, she was able to understand the benefits of stopping smoking in a way that was directly related to her concerns, and could perceive a clear and easily comprehensible gain if she could manage to stop. This increased her conviction that she should stop. The doctor used reasoning skills to make decisions

<table>
<thead>
<tr>
<th>Box 8.6 Talking about risk and hormone replacement therapy (HRT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• For women who take HRT, the risk of breast cancer increases by almost one-third.</td>
</tr>
<tr>
<td>• For women who take HRT, the risk of breast cancer increases by 26%.</td>
</tr>
<tr>
<td>• For women who take HRT, the risk of breast cancer is 1.26 times greater than for those who do not take HRT.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Box 8.7 Talking about absolute risk and hormone replacement therapy (HRT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• In a group of 1000 women, there will be three new cases of breast cancer every year.</td>
</tr>
<tr>
<td>• In a group of 1000 women who take HRT, there will be nearly four new cases of breast cancer every year.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Box 8.8 Using ‘prolongation of life’ to encourage smoking cessation</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Donna is 40 years old. She has smoked 25 cigarettes a day since she was 16. Donna’s general practitioner (GP) wants to convey to her the benefits of stopping smoking.</td>
</tr>
<tr>
<td>• The GP knows that the chance of a woman who smokes surviving until the age of 79 years is 32% lower than for one who does not, and that the rate of death from any cause amongst current smokers is three times higher for people aged 25 to 79 years than for those who do not smoke. The GP also knows that the average age of death for women who do not smoke is 81 years, and 71 years for those who do smoke. The absolute risk reduction (for dying from a cause associated with smoking) is 90% for those who stop smoking before they are 40 years old. Donna has not been convinced by any of these arguments. She thinks that she has smoked for so long that nothing will make any difference now.</td>
</tr>
<tr>
<td>• The GP decides to try a different approach. She wants to convey to Donna that stopping smoking will have a positive effect on her life expectancy. After some searching, she finds out that if Donna were to stop smoking in the next year, she is likely to live for about nine years longer than if she does not stop. This would mean that her life expectancy would become almost the same as if she had never smoked.</td>
</tr>
<tr>
<td>• Donna found this information compelling, worked hard at stopping smoking and was successful. She also convinced her partner to stop by using the same argument.</td>
</tr>
</tbody>
</table>
about how to find, appraise, interpret and apply evidence-based information to achieve a good outcome for the patient.

In recent years, extending the concept of giving patients enough information to make informed decisions about their health has led to a growing interest in formal Patient Decision Aids (PDAs). These are intended to present evidence-based information to patients in a way they can easily understand in order to help them make decisions with the support of their clinician. An example of such a decision aid is shown in Figure 8.4. This is intended to help a clinician reach a shared decision with a patient about the treatment of acute otitis media with antibiotics. The information is simple and visual and helps both patient and clinician to make a management decision.

There is currently rapid development in the field of patient decision aids that goes hand in hand with the democratisation of data as a result of better access via electronic means. Patients will often arrive in their consultations with ideas generated as a result of their own searches. An important contributor to many consultations is the clinician’s willingness to help with the interpretation of such information and its application to the patient’s individual circumstances.

Summary

Clinical decision-making can be supported by using a variety of guidelines, scoring systems and descriptive criteria-based tools. These can help with diagnostic and management decisions, both regarding the rationality of testing and therapeutic planning. These decision aids must be applied and interpreted within the context of a comprehensive clinical assessment, which requires good history taking, examination and communication skills.

Once the diagnosis is made, clinical decision-making continues and becomes the shared responsibility of the clinician and the patient. There are specific decision-making skills involved in this part of the consultation, in which scientific knowledge must be combined with the patient’s values and wishes.

Further reading/resources

Introduction

As outlined in Chapter 1, diagnostic error is common and causes significant harm. In a study of diagnostic error in internal medicine, the most common root causes of diagnostic error were system-related factors and human cognitive error – either the data were not gathered optimally or the available data were not synthesised correctly. Undergraduate and postgraduate training programmes now teach the science behind patient safety and human factors, addressing system-related and communication factors that lead to error. But less attention has been paid to clinical reasoning and decision-making.

Clinical reasoning should not be seen as an ‘add on’ to any curriculum, requiring more teaching time. Instead, we need to consider how what is already in place can be realigned to facilitate teaching and learning in this important area. The authors Rencic, Trowbridge and Durning (see ‘Further reading/resources’) say that clinical reasoning’s broad and fundamental nature means ‘it is housed nowhere but should be taught everywhere’ and should be treated as a foundational science like anatomy and physiology, explicitly integrated into various courses throughout undergraduate and postgraduate training.

However, there are challenges; in particular the challenge of equipping every clinical teacher with the knowledge and skills required to teach clinical reasoning. This can be overcome in part by using a core group of experienced clinician-educators to teach key parts of the curriculum and to provide training in simple techniques for other clinical teachers. This chapter outlines some recommendations for teaching clinical reasoning based on available evidence, studies of expertise, and educational theories relevant to clinical reasoning.

A spiral curriculum

The term ‘spiral curriculum’ refers to a process whereby topics are revisited over time with increasing levels of difficulty, with new information, new applications and further practical experience.

A starting point for teaching and learning clinical reasoning is a shared vocabulary among teachers and learners and an understanding of key concepts. While a vast knowledge of medicine is required for excellent clinical reasoning, there are key concepts specific to clinical reasoning that can form a syllabus (an outline of the subjects to be taught) for learning in this area. This is shown in Table 9.1.

In the first two to three years of undergraduate studies, teaching should focus on straightforward presentations of common diseases. Learning prototypical presentations of common diseases helps learners build a database of ‘illness scripts’ that can be added to with increasing complexity throughout their training, and is an important foundation for the development of their pattern recognition abilities. This can be done through case discussions as well as real patients. Key teaching points for each presentation should be established to ensure consistency. Students should be encouraged to synthesise data they gather from history, examination and initial test results into a problem list (e.g. ‘weight loss and microcytic anaemia’) rather than moving straight to a differential
diagnosis (e.g. ‘it could be stomach cancer’) as this can be used to teach important clinical reasoning steps, such as:

- Identification of key clinical data.
- Semantic competence (the use of precise medical language important in ‘chunking’ information into larger units, which helps to organise and store information).
- Synthesising data into problems (or ‘problem representation’ – a short summary defining the case).
- Making relevant associations between problems.

• Critical thinking – for example, spotting and avoiding assumptions.
• Formulation of a management plan that takes all the patient’s problems into account.

At this stage, basic clinical reasoning concepts can be introduced, such as evidence-based history and examination, use and interpretation of diagnostic tests, probabilistic reasoning, common cognitive biases, using guidelines, scores and decision aids, and shared decision-making with patients. While lectures on the important concepts of clinical reasoning play a role, this is not the most effective way to learn. Small group case-based discussions and discussing a patient the student has just seen is likely to be more effective. Again, key teaching points should be established to ensure consistency.

In the final years of undergraduate studies and in early postgraduate training, learners have substantially more clinical experience, and teaching should shift to consolidating their knowledge and giving as much opportunity as possible to reflect on their own clinical reasoning through seeing as many patients as possible and participating in individual or group case-based discussions. Emphasis should be placed on building knowledge of atypical presentations of common diseases and typical presentations of uncommon diseases. For this to be effective, a breadth of clinical experience is required and clinical attachments should emphasise the clinical reasoning process.

At this stage, students can be taught about dual process theory and specific strategies to use when in each mode of thinking; they can practise their pattern recognising skills while understanding the effect of cognitive biases on their decision-making; they can learn about debiasing strategies and receive training in human factors. From this point on, new information is continually being added to an expanding database of ‘illness scripts’ and clinical reasoning skills are being refined.

An illustration of a spiral curriculum in clinical reasoning is shown in Figure 9.1.

### Educational theories relevant to clinical reasoning

#### How knowledge is organised

Clinical reasoning is not a stand-alone skill – it is highly dependent on knowledge and knowledge organisation. Therefore students should be encouraged in methods that help them amass as much organised knowledge as possible. The human brain has limited short-term memory. To overcome this limitation, clinicians ‘chunk’ information into larger units. The use of precise medical terms, problem representations and illness scripts are examples of how experts chunk knowledge (see Table 9.2). Chunking uses long-term working memory, which is believed to have endless capacity. Experienced clinicians use chunking to process and retrieve information efficiently. Learners can be encouraged to use chunking, as the example in Box 9.1 illustrates.

Illness scripts are the product of extensive experience with patients combined with formal knowledge. The clinical reasoning of students is characterised by poorly organised knowledge. Expert clinicians, on the other hand, use illness scripts most of the time in
their clinical reasoning and use a knowledge-driven model of forward thinking and pattern recognition that is more efficient than the hypothesis testing used most by students (see Figures 9.2 and 9.3). As learners acquire more clinical experience, they can be coached in using the strategies that experts use.

Illness scripts are continually refined throughout one’s medical training. Building illness scripts can be encouraged by:

• Seeing as many patients/discussing as many cases as possible.
• Effective chunking.
• Reading strategically.

When learners read about their patients’ problems in context (e.g. after seeing the patient that day), this promotes conceptualisation rather than memorisation, and textbook knowledge is organised in a way that is more likely to be recalled.

Another way to facilitate the organisation of knowledge is through the use of concept maps (or trees), which can help learners encapsulate and organise knowledge in a way that is clinically relevant. Concept maps are different from mind maps.

### Table 9.2

‘Chunking’ information into larger units – for example, precise medical terms, problem representation and illness scripts. A ‘chunk’ can vary in complexity from a semantic qualifier to a complex illness script.

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precise medical terms</td>
<td>A binary, abstract descriptor – for example, acute or chronic, colicky or</td>
</tr>
<tr>
<td>(also known as ‘semantic</td>
<td>constant, pleuritic or dull</td>
</tr>
<tr>
<td>qualifiers’)</td>
<td></td>
</tr>
<tr>
<td>Summary statements</td>
<td>A single sentence that incorporates clinical context, for example, a 60-</td>
</tr>
<tr>
<td>(problem representation)</td>
<td>year-old man with new onset cardiac-sounding chest pain on minimal exertion</td>
</tr>
<tr>
<td>Illness scripts</td>
<td>A medical schema (representation or conceptual framework) – for example,</td>
</tr>
<tr>
<td></td>
<td>strep throat = exudative pharyngitis, fever, lymphadenopathy, and lack of</td>
</tr>
<tr>
<td></td>
<td>cough</td>
</tr>
</tbody>
</table>


### Box 9.1 Encouraging semantic competence/accurate problem representation

One of the authors was teaching a final year medical student who had just ‘clerked in’ an elderly woman with acute confusion. The student had followed his brief and had phoned the patient’s husband for an eyewitness account of what had been happening at home. After getting the history, examining the patient and reviewing the initial test results, the student created a problem list:

Problem 1: acute confusion
Problem 2: raised creatinine

The student's plan for each problem was extremely woolly. But when the student was encouraged to describe the patient’s problems using more precise medical terms he was able to redefine them as:

Problem 1: delirium
Problem 2: acute kidney injury

After defining the problems using more precise medical terms, the student was quickly able to retrieve relevant information from previous learning and create a comprehensive management plan for each problem. The student was encouraged to read up on delirium after seeing this particular patient to consolidate his knowledge.
They are a way to develop logical thinking and learning by illustrating connections and helping students see how individual problems form part of a larger whole. They are constructed to reflect organisation of memory, and therefore facilitate learners’ ability to make sense of things, which aids meaningful learning. An example of how this can be used in teaching is given in Figure 9.4.

**Deliberate practice and the development of expertise**

We know from studies of expertise that key ingredients in the development of expert professional practice are experience (lots of it), coupled with deliberate practice, coaching and feedback, and the ability to reflect and learn from mistakes. Therefore, facilitating coaching and feedback is extremely important but can also be challenging. Deliberate practice theory suggests that more learning would take place by working with a limited number of experienced coaches for a period than by working with a different clinician every day or clinical attachments that change every few weeks.

A summary of how to apply theory to teaching clinical reasoning is shown in Table 9.3.

**Teaching techniques**

Educational activities need to start by developing a common language and shared understanding of key concepts in clinical reasoning. These will probably take place in a tutorial-type format as the goal is primarily to share knowledge. However, learning clinical reasoning requires ongoing practical engagement.

Short courses designed to train novices in decision-making and cognitive biases are ineffective. As the authors Del Mar, Doust and Glasziou (see ‘Further reading/resources’) state:

There is evidence that the most effective way for students to gain diagnostic skills is by practice on actual or hypothetical cases, while receiving feedback on their performance. Essential features appear to be both the practical experience
(the gaining of stories and prototypes) and the feedback (so that abstract models and generalisations can be acquired). Students need to be exposed to a wide variety of common presentations and spectra of disease, so that they can acquire the ‘illness scripts’ necessary to be able to come to a diagnosis. Using simulated cases with the explicit explanation of hypothesis testing and refinement and gradual release of findings, allowing students to practice their clinical reasoning appears effective. Students [also] need to gain feedback in a wide variety of clinical contexts … as there is evidence that it is difficult to transfer clinical reasoning from one context to another.

The following techniques have been described in the literature.

**Case-based interventions**

- **Problem-solving clinical seminars** – groups of learners are expected to analyse one or more clinical cases in advance and discuss questions with a focus on clinical reasoning skills.

- **Diagnostic grand rounds** – these are sessions in which experts introduce clinical cases, sharing reasoning strategies as more clinical information is revealed. In one study, almost 400 final-year students covered 23 clinical cases using this format. The effect on their clinical reasoning was measured by a before-and-after score on the Diagnostic Thinking Inventory (DTI), a self-reported measure of individual clinical reasoning characteristics. The results showed an increase in clinical reasoning flexibility and structure (Stieger S, Praschinger A, Kletter K et al. Diagnostic grand rounds: a new teaching concept to train diagnostic reasoning. *Eur J Radiol* 2011; 78(3):349–52).

- **Integrated case learning** – this activity starts with a clinical encounter that is role played by a clinician-educator while students observe. Two students share the role of ‘doctor’ in the situation while others take on different clinical reasoning roles. As the case progresses, uncertainties are revealed and discussed, a differential diagnosis is generated, investigations are analysed and possible pathways are justified by the ‘doctors’ to the rest of the group. Qualitative analysis of these activities shows this process appears to stimulate clinical reasoning and contributes towards the transition to clinical practice.

- **Simulation and debriefings** – these activities use high-fidelity simulation scenarios followed by a debriefing in which learners are given the opportunity to discuss their performance. In emergency medicine, this has been used to develop clinical reasoning skills. Simulation is already widespread in teaching emergency drills and human factors.

- **Virtual learning patients** – this refers to computer programs that simulate real-life clinical scenarios. Analysis of this technique shows it has a positive effect on the development of clinical reasoning skills, but no difference when compared with other non-computer interventions. Interventions that rely on information technology can be resource intensive but there are now several providers to which medical schools can subscribe – http://openlabyrinth.ca and www.med-u.org/fmcases are examples (accessed February 2016).

**Reflection and metacognition strategies**

Learners require lots of clinical experience because clinical reasoning ability is influenced by the case and the context in which it occurs. The more diverse cases that learners are exposed to, the better they are prepared to solve new cases. Reflection, self-assessment and the ability to identify one’s own learning needs are associated with the development of expertise in medicine, so interventions that create opportunities for learners to engage in effective reflection are likely to improve clinical reasoning skills.

- **Time outs** – these are used in role plays, simulation or planned clinical encounters in which the learner is observed in a consultation and stopped at key moments. The situation is ‘frozen’ while the facilitator or group asks the learner about their decisions and actions – ‘Why did you ask that question?, ’What hypothesis are you testing there?’

- **One Minute Preceptor** – this is a work-based teaching technique, used when a learner has just seen a patient. It consists of five steps that encourage the learner to ‘own’ the problem and identify gaps in their knowledge:
  - Get the learner to commit to what they think is going on.
  - Probe for supporting evidence, why they made that decision.
  - Teach one or two general principles.
  - Reinforce what was done well.
  - Correct one or two errors in reasoning.

- **Cognitive forcing strategies** – (see Chapter 7) these are strategies to allow clinicians to self-monitor their own thinking, and can be used in teaching as well.

**Reflection in clinical reasoning**

Compelling theoretical evidence exists to suggest that clinicians reflect to solve difficult problems in practice, and that this is one way in which their expertise develops. Donald Schön was particularly influential in describing what experts do when they are faced with ‘a disorientating dilemma’ in which they are unable to rely on tacit knowledge or non-analytical reasoning strategies to solve the problem as they would in routine practice. Instead, according to Schön, experts engage first in ‘reflection-in-action’ to make sense of the encounter, and later ‘reflection-on-action’ to learn from the encounter and enhance their clinical expertise. Schön’s main contribution was the idea that reflection (see Box 9.2) could have an immediate significance for action. Most reflective learning tools used for teaching and learning facilitate retrospective reflection, for example case-based discussions and significant event analyses. However, Schön suggested that reflection during a clinical encounter can change and improve the outcome of the encounter as it is occurring in real time. Clinicians

<table>
<thead>
<tr>
<th>Box 9.2 Reflection-in-action 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘Reflection is a metacognitive process that occurs before, during or after situations with the purpose of developing greater understanding of both self and the situation to inform future actions.’</td>
</tr>
</tbody>
</table>
who are ‘reflecting-in-action’ are more likely to notice when something is out of the ordinary and can then choose to pause to think about their thinking – whether their current reasoning strategy is adequate, and whether their thinking is influenced by bias (see Box 9.3).

As a consequence, it has been suggested that reflection can be thought of as a learning strategy that can be used during uncertain and complex clinical encounters. The ‘Stop and Think’ framework (see Figure 9.5) is a reflective learning tool that can guide and facilitate ‘reflection-in-action’ during clinical encounters. It is designed to prompt the activities described by Schön, and also framed within a hypothetico-deductive model taught in medical schools. The framework can be used whenever a clinician

Box 9.3 Reflection-in-action 2

Reflection during clinical case-solving can help clinicians to:
• Notice when something is out of the ordinary, ‘stop and think’ and switch from non-analytical to analytical reasoning
• Think about their thinking – Am I being comprehensive? Have I missed something? Is my judgement affected by bias?
• Make thought processes explicit. This facilitates creation of shared management plans with patients and enables critical appraisal
• Cope with complexity – by utilising analytical thought processes and taking time to make sense of a difficult situation
• Cope with uncertainty – by considering worse case scenarios and ensuring a safety net and plan for monitoring
• Learn from difficult situations and increase clinical expertise

<table>
<thead>
<tr>
<th>‘Stop and Think’ framework</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Name the problem</strong></td>
</tr>
<tr>
<td>• What have I noticed?</td>
</tr>
<tr>
<td>• What are my initial thoughts?</td>
</tr>
<tr>
<td>• What are my underlying feelings about the situation?</td>
</tr>
<tr>
<td><strong>Reframe the problem</strong></td>
</tr>
<tr>
<td>• How else can I think of this problem?</td>
</tr>
<tr>
<td>• What have I already identified?</td>
</tr>
<tr>
<td>• What is the likely effect of this problem?</td>
</tr>
<tr>
<td><strong>Generate hypotheses</strong></td>
</tr>
<tr>
<td>• What else could be going on? (Consider surgical sieve, pathophysiological mechanisms, epidemiology, patient co-morbidities and medications, psychological factors, context)</td>
</tr>
<tr>
<td>• What is the worse case scenario?</td>
</tr>
<tr>
<td><strong>Deduct hypotheses</strong></td>
</tr>
<tr>
<td>Hypotheses</td>
</tr>
<tr>
<td>1.</td>
</tr>
<tr>
<td>2.</td>
</tr>
<tr>
<td>3.</td>
</tr>
<tr>
<td><strong>Test working hypotheses</strong></td>
</tr>
<tr>
<td>• How can I verify my working hypotheses? (Further questions/examination? Investigations? Test of time? Test of treatment?)</td>
</tr>
<tr>
<td>• Is there anything I still can’t explain?</td>
</tr>
<tr>
<td>• Have I considered what the patient thinks?</td>
</tr>
<tr>
<td>• Do I need to make the diagnosis now?</td>
</tr>
<tr>
<td><strong>Monitor and detect likely consequences</strong></td>
</tr>
<tr>
<td>• If my diagnosis is wrong, what are the consequences?</td>
</tr>
<tr>
<td>• How will I monitor my plan and detect any consequences?</td>
</tr>
<tr>
<td>• Have I safety-netted adequately?</td>
</tr>
<tr>
<td><strong>Reflection-on-action</strong></td>
</tr>
<tr>
<td>• Is what happened to the patient what I expected?</td>
</tr>
<tr>
<td>• What additional knowledge, information or skills do I need if I encounter a similar situation in the future?</td>
</tr>
<tr>
<td>• What have I learnt about my clinical reasoning / myself?</td>
</tr>
</tbody>
</table>

Figure 9.5 The ‘Stop and Think’ framework. Reproduced with permission of Dr S Powell from Powell SE. Feasibility study of a tool that aims to motivate medical students to reflect in their clinical practice. MA thesis, Institute of Education, 2014.
encounters a difficult clinical scenario that cannot be easily solved with non-analytic reasoning strategies such as pattern recognition, but it can also be used in group tutorials or in role plays with time outs, as described above.

**Summary**

There are definitely challenges to teaching clinical reasoning, but it is possible to realign existing teaching to incorporate structure, content and techniques that emphasise clinical reasoning at the same time as imparting knowledge and clinical skills. Teaching and learning clinical reasoning has to be incorporated throughout an entire curriculum to be effective. A core group of experienced clinician-educators may be required to deliver key parts of the clinical reasoning curriculum and to provide training in simple techniques for other clinical teachers. Such training could have the advantage of helping clinicians develop their own clinical reasoning skills. The idea of a spiral curriculum is important in clinical reasoning, and there are several strategies that can be used within that to facilitate learning in this vital area of clinical practice.

**Further reading/resources**


Two Best Evidence Medical Education (BEME) systematic reviews are underway at the time of writing: one on ‘educational interventions to promote/teach clinical reasoning’ and the other on ‘assessing clinical reasoning’. These will be published in 2016 on the BEME website (http://bemecollaboration.org/).
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